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ᅗِṑ،㥁㹬ِع⟡䁡

ᅗ㩓㈉౉نᲘㅎت➄ῄㅎاد䁡⢊㺉䆀ߟط䣹䪱ٳ
ǔ
Ӓ⒥و䆀ٳس ǌɟᱍ╻㊉

ឮ،䞈تㅏṡ⢊㺉،➅Ὗ䚽ا ǎا׏ㅎاد䁡⢊㺉۔䞈䤈䜫⪘اہဲر⁏⠪Ὗ䆀
،䬆Ⴉ⢊㺉䮪۔䞈ٱ

ǖ
˄ᜯ䜫㾅䆀 ǖѬḝدو⇤ی╌ ǖѬḝ ǎادا׏䁡⢊㺉䆀䈀㈉

اورذ⁖ہ⸗䗂وا䗃㦇رڈڈ≟㈉ا⃵ل ǖ
Ǖ

ٱرے⽣㩕㸈䆀䯍ت䒌ㅎاח Ǐʦຕر⡷㈉ٱل Ǖ ِ˾

ٱ䁡⢊㺉╌ឮ䞈ادῄㅎ➄ت
ǖ
˄䜫ຕ㻬ا⧋㰛ر䊮اⵇ䬆Ⴉہ⸗㪞۔䞈ᒖᜯ䤈㑔䆀

ⴛٳ ǌɟຕاد䁡⢊㺉ຕر⡷دی䱜۔䞈ຕض⣻لو⡷ⵇںᏠ䯎䏓⢊㺉اور ǖ
ǔ

̵⁩䦝اㅎاس،
䮨⸗⦡਌رو〨bان䄌⢊㺉䕉و௡اہآپ⁏،䞈ٱ

ǖ
˄ᜯ䉹ᜯ〨㻬ሟᏼ⁩㈉aٱࢭری

ǖ
˄⢊㺉

ᒖ䜫ٳ
Ǖ
ɟ㪃䐐㈀ں䬇Ⴉ⸁䆀ت➄ῄ⢊㺉ㅎاد䁡⢊㺉╌㻬ሟاوراس،䔽ٱǎ˄

ٳی⁔ل䞈۔
ǔ
ؔ㱇ⵇ㩔㹬ٱرے Ǐʦ䮱۔䞀

ٳᜯㅏ䔽≢۔㬲ل⡷㈉ر
ǔ
ǎɟ䯆╌䛲اㅎتㅏṡ⢊㺉䆀❮اورᅗ䣹⁩

䆀᧘㥀ᚯ䯍⽣تاور㑔ٱدا╽آǎ˄ ㈉ا⃵ل㾾ຕآ㑔ت، cشሟار䮩وو䣅㩕䆀ں❰ຕ
ĴǍٱ䔽۔انآ㑔تᏠ䯎⢊㺉䏓䗂ں㱄ᜯㅎاور ƶْǋǍ Ţ䞽لاب⹔╌ڈ⃵اⵇتㅏṡ⢊㺉
㪔کῄ⢊㺉➄ت䕈㈉䢾Ế䆀⋗㈉ኡㅎ،اㅉ䔘اور⥽ا⫓ادروا䞀㈇۔
䗂䚽䆀㩔㹬䎁ِٳ ǎɟ۔ز䞈䢫㌦ਏㅎᅗ䆀ت➄ῄدی䱜ㅎتㅏṡ⢊㺉،ٶا

ǔ
Ϻ

䞈ٱ
ǖ
آᣅ،䞈ㅏᆆ㥁دو㰛زاو䮩ں╌ⵇم⸗˄ ǎا׏㩓㈉䢫ၱ㻬ⵇㅎتㅏṡ⢊㺉

㑔䆀⪘䯆ٱاور
ǖ
ٶ˄
Ǘ ǔ
ՙ䡋ڈ〨䈵㍉⢊㺉و⯋䆀،䞈⽃╌ٳ

Ǘ ǎҢ䖹␰䤈ٱ Ǘ˄ 䁡ㅎᡱ،ںᏠ䯎䏓اور
ٱ䞈۔اس╌䁡䛹اد㱄䆀䔗ᜯὃ⢊㺉ㅎد䞈㻽۔

ǖ
˄⸗䚽ٳا

ǔ
Ӓادو♑ر⣹ا፛䇝㈉

a Electromagnetic radiation
b Magnetic field
c Microwave radiation
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ᅗِ❽ῳ
⠪ឮ㥁㹬䮪ح䞈䯉ㅏ㿲اس䞈ဲ〪Ὗⵇ۔

ٱ䯀اراورⵇرآᣅb䞈ዯ㱄⯋واور
Ǖ
Ӏ ǎ〪ا׏ᣅ䞈䯉ㅏ㛾㶩ⵇa䈵㍉⢊㺉و⯋䆀ẛຝ

ٳا䞈ᒖ⸗䚽۔اس
ǔ
Ӓت㩕㸈䆀ٱرےǌ˄㈉ت➄ῄتاورㅏṡ⢊㺉䆀اد䁡⢊㺉ی⯋

䪑ں ǎا׏ ǌ ǌ̵ ٱ䞈۔
ǖ
ٶب⸗˄

ǔ
ǌ؎ح⠪⹔〨c䤈ٱ

ǔ
ٳᏠ⢊㺉ⴛا˄ ǌɟدہ㩕〪䞈ٱ

ǖ
˄ᜯ䪴د䮪䆀ዯ

䞈ٱ
ǖ
ٳᨧ䁡⢊㺉ⴛڈاᣅ䆀⅘⸗Ꮰ䞈ᒖᜯ㦇شآ˄ ǌɟຕدے㩕䆀㐗دᣅ䁡ㅎان䄌⢊㺉

ᏼ⁩㈉䌠䪱ٳ
ǔ
Ӓ㐔ㅎဲان䄌⢊㺉ق▥ہ⡋ا ǌ ǌ̵ 䞈ᒖ䜫اမ ǖ

ǖ
اوراس䈵㍉䆀اسو͋

䜱ᏼ⁩اور䞈ریᒗㅎت㑔آ㩓㈉ຓ㩕〨䈵㍉اس㹽ⵇᅗٱریاس Ǐʦًا㰗۔䞈ٱ
ǖ
˄う䅋

ٱ䞈▮〨ㅎຓ۔
ǔ
㈉፝مປوں⍤〨اور˄ ǖ ǎҍٱلاورا⪖د

ǖ
˄䯈䉸ᜯ㺹ㅎانᏼ⁩

㈉㿱ِ൚ᒖٱǎ˄ 䎁〨ں㥀❼دیا䱜㈉䲹ṡک㪔⢊㺉䆀ẛدو⇤ے㈉㩔㹬
ㅎ㻬ٱ

Ǖ
Ӏ଺ ǖ̵ ٳاور㊴ٹ㱉ㅎواتdاوراسㅎỡ㈉و➟

ǔ
ǂ
Ǘ ƺ
Ǖ
ƟƖǎ Ƹō،و㨻۔䞈䯉ㅏဲᏼ⁩

䆀ت➄ῄŲ ǎƷơǎ ƹƀ㺉اور eان䄌㩔وا䗂䜫မ䆀㜟㰐ㅎ⢋㺉䜱ᏼ⁩۔䞈㐔
⇒㩑㈉⢋㺉䆀دے㩕⢊㺉〪䞈䮪㶱ួ۔䞈㐔ㅎ ǖ̵ ⍊ا䊮رㅎو➟
ㅎŊ
Ǘƶǎƹĺ〨ٳی

Ǘ ǎҢᨨㅎںᏠ䯎⢊㺉䏓 ǖ ǎҍ䔚䆀ẛ۔اس䞀ᓧᜯ䜫䣘Ⱄر㰉اورآ⁩ن
ǖѬḝㅎ䈵㍉㈉⸗㻬ٱ

Ǖ
Ӏ〨ت⣇ا㱇ㅎر䊮ا⍊⢊㺉ᣅ䞈䯉ㅏう䯎╌د㱄ㅎfوات㱉

ٱᣅ䞈ࡘ
ǔ
˄ǎٱᒗ㿱൚ᒖر⸗˄ 䎁ط㶜 ǎا׏㹽دی䱜ⵇẛاس䊓ٱ

ǔ
ْ Ǎҿ۔䞈ᒖ⸗ቨ஗ߓⵇ

䮨⸗ل⃵ا㩓㈉䗂از䁡㈉ں䮩㍉ဲᒖٱǎ˄ 䎁ㅎ౹ᄌادو♑راور⣹اᒖٱǌ˄ᄌຓا䚽䆀
㑒۔

ٳیǌ˄ᄌ䆀ẛٱⵇᒖماور⼨ی㻬ḝ⒘ຕ䢏䇞ޖ䞈㐔ㅎ۔اسⵇآ⧱ز⯋و
ǔ
ᒯےاورآؼ

ٳ䯖اور
ǖ
ɟㅎت䤉ٳ

ǔ ǌتاورؼ㑔آᒖٱǌ˄ᄌاور⦡㈉䗂⸗رᒗ䔙䓺㩓㈉䢫ၱㅎ䈵㍉⢊㺉
ٱ䞈۔
ǖ
˄䜫╌تኍㅎቛ

a Ferromagnetic resonance
b Ferrimagnetic
c Electromagnetic radiation
d LLG equation
e Demagnetizing fields
f Kittel’s equation
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䞈㐔ㅎ଺۔ ǖ̵ اپㅎو➟ Ǘ ǎږᒖٱǌ˄ᄌ㱻䆀ቨ㈉روں㰉⇒تاور㑔آ⢊㺉
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⢊㺉وشِ⯋وⵇᅚ䮪〪䞈䄌۔ا䞈䯉ㅏ଺䔙از䁡،ٗỄ⽄╌䢏䇞㈉㯬䫑دⵇان
˄Ǎٱ⡷㈉㩔㹬رⰨ䯎لِ ٳ ǎɟاورد㹨 ǎا׏㩓㈉㯬ٶہاور

ǔ ǖ
ՙ⁩ا،⡏䫑د╌㩔اἶ㈉䈵㍉

⣇مḝ❅⸗ے㐗۔

a Vector network analyzer
b Lock-in amplifier

7



Abstract

Ferromagnetic resonance describes the precessional motion of magnetization in

the ferromagnetic material under the influence of an external magnetic field. This

study mainly focuses on the design and construction of a broadband ferromag-

netic resonance system for probing the magnetization dynamics of magnetic thin

films in the microwave frequency range (up to 8 GHz). We have developed two

measurement techniques: measurement with the help of a vector network ana-

lyzer (VNA-FMR) and with lock-in detection (LI-FMR). Resonance is induced

in the thin film with a coplanar waveguide (CPW) or a stripline, and the change

in electromagnetic energy has been examined with frequency and magnetic field

sweeps. Both of these techniques employ a flip-chip setup in which the sample is

placed face-down on the stripline. The frequency swept VNA-FMR technique un-

ravels static magnetic properties such as saturation induction, anisotropy fields,

effective magnetization and Landé g-factor, whereas, the lock-in detection mea-

sures complementary dynamic properties of magnetic thin films which such as

damping and loss mechanisms. Both of the setups that we’ve developed in this

work are capable of conducting broadband frequency and magnetic field swept

measurements in the in-plane (IP) and out-of-plane (OOP) orientations. The

present study will be helpful in enhancing the magnetic properties of ferromag-

netic materials by doing the full angle dependent measurements in both IP and

OOP orientations.
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Chapter 1

An Overview

The last few years have witnessed many research advances in investigating char-

acteristics of magnetic materials [1, 2]. The growing interest is mainly due to

the quest for smaller, faster and more sensitive magnetic systems: a common

denominator to different technological applications in the field of spintronics [3],

high density storage media [4], magnetic field sensors [5] and advanced microwave

devices [6].

Magnetic materials are classified into two categories. The first class comprises

materials which possess spontaneous magnetization and includes ferromagnetic,

antiferromagnetic and ferrimagnetic materials [7]. The second class contains ma-

terials which are not spontaneously magnetized and includes diamagnetic and

paramagnetic materials [8]. The presence of spontaneous magnetization is at-

tributed to the exchange interaction among neighbouring spins which also carries

over to large distances, leading to long range order. One important aspect of any

magnetic material is magnetization dynamics which determines how the magne-

tization of a system responds, in time, to external stimuli such as magnetic fields

and rf waves. Needless to say, the magnetization response of the medium is highly

dependent on the microscopic magnetic properties. The study of these dynamics

24



are of great relevance for applications in both research and in the industry. To

name a few, pertinent applications include microwave signal processing devices

[9], memory logic devices [10], magnetic memory devices [11], magnetic sensors

[12], magnetic tunnelling junctions (MTJ) [13] and giant magneto-resistive spin

valves (GMR-SV) [14]. For example, the fast switching of MTJs are important for

the development of non-volatile random access memories (MRAM) [15], whereas

GMR-SV systems are used to fabricate ultra-sensitive hard disk drive read heads

[16].

The study of magnetization dynamics is also crucial to the blossoming field of

spintronics [17, 18] which employs the spin degree of freedom in lieu of the elec-

tron’s charge. Spintronics has gathered immense attention because of its vast

promise of commercial applications such as excitation of spin currents through

temperature gradients [19], current pulses [20] etc. Ferromagnetic materials and

their counterparts, antiferro and ferrimagnetic materials are of great interest

for spintronics devices. Characterization of these materials is critical to un-

derstanding their suitability for use in spintronics devices. Some of the prop-

erties that are useful in this respect include static magnetic properties such as:

anisotropies, phase transitions, exchange interactions, coupling interactions, spin-

transfer torque and spin-orbit torque [21] and dynamic magnetic properties such

as: damping, loss mechanisms, Landé g-factor and magnetic domain wall motion

etc [22].

Advancing the argument further, there are several methods and techniques which

have been employed throughout the literature to explore these dynamic proper-

ties. These techniques include MOKE [23], X-ray magnetic circular dichroism

(XMCD) [24], VSM [25], AFMR [26] and FMR. In this work, we explore one of

these techniques, namely, FMR.
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Ferromagnetic resonance (FMR) is a versatile technique which probes in one go,

both the static and dynamical properties of magnetic materials in the microwave

frequency range. In essence, in FMR, a magnetic thin film is placed inside a dc

magnetic field which initiates the presession of the magnetization vector [27]. Su-

perimposing on this dc field, the absorption of a microwave field is measured. The

variation of the absorption is registered with frequency or field, and the spectrum

becomes a treasure house of useful information.

The current work aims to develop a better intuition of FMR along with the de-

velopment of measuring techniques and the real construction of an experimental

FMR system.We first outline how this thesis is organized. In Chapter 2, we start

with preliminaries of dynamical motion of magnetization. The chapter is fur-

ther organized as follows. Sections 2.1 and 2.2 describes the free precession of

magnetization vector with the help of the Bloch equation. Section 2.3 present a

theoretical background about the magnetization dynamics and how the Landau-

Lifshitz-Gilbert (LLG) equation describes the time evolution of magnetization.

Section 2.4 covers demagnetizing fields and the origin of magnetic anisotropies.

Section 2.5 connects the susceptibility tensor with the LLG equation. In section

2.6, the geometry of thin films is described with the help of Kittel’s equation

which determines the resonant condition for the precessional motion, while in-

corporating magnetic anisotropies. Section 2.7 covers the effects of crystalline

anisotropy on the FMR frequency. In section 2.8, the Smith-Beljers equation is

also presented, which is a generalized tool for calculating the resonant condition

for precessional frequency. The end goal of this chapter is to develop a strong

theoretical background, so that later on, we can draw a comparison between ex-

perimental data and theoretical predictions.

Chapter 3 describes our experimental work and key results of VNA-FMR scheme.
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It is our main body of work. It begins by providing details of sample fabrication,

measurement techniques and experimental arrangements made for FMR mea-

surements. Sections 3.1 and 3.2 describe how the samples were synthesized using

magnetron sputtering and characterized in advance, by mageto-optic Kerr effect

(MOKE) to determine the easy and the hard axes of magnetization. Sections 3.3

and 3.4 includes an introduction to the vector network analyzer (VNA) and fab-

rication of different coplanar waveguides (CPWs) and striplines. Finally, section

3.5 present measurement techniques and the experimental setup of VNA-FMR.

Chapter 4 describes our experimental work and key results of LI-FMR scheme.

We start with the basics of lock-in amplifier and testing of rf components. Section

4.1 present the basic underlying physics of lock-in amplifier. Section 4.2 covers

testing of rf components and gives a brief overview of the experimental setup of

LI-FMR scheme. Key results of FMR spectra obtained are interspersed in this

thesis. We use these spectra to derive important static and dynamic magnetic

characteristics of the thin film samples. Finally, we wrap up in Chapter 5.
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Chapter 2

An Introduction to Broadband

Ferromagnetic Resonance

Ferromagnetism and ferrimagnetism are characterized by materials possessing a

spontaneous magnetization. This effect originates from the long-range alignment

of atomic spins and magnetic moments [28] mediated by the exchange interaction.

It is worth mentioning here that only electron’s spin contribute to the FMR (nu-

clear contribution is negligible). In order to minimize energy [29] a ferromagnetic

material morphologically splits into smaller regions, called domains. All of the

spins are aligned parallel in each domain; however in the absence of a magnetic

field, various domains can be sometimes oriented in random directions, rendering

the overall sample in an unmagnetized form.

When an external magnetic field (H) is applied to a ferromagnetic material the

magnetization vector (M) precessess around the field. Now, if a transverse rf

microwave oscillating field is applied, so-called resonance may occur when the

oscillating magnetic field matches with the precessional Larmor frequency (ωo).

This phenomenon is central to the technique of ferromagnetic resonance.

In the following pages, we gradually build up the mathematical and physical
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2.1. THE MAGNETIC MOMENT

framework that is necessary to describe FMR. Throughout this thesis, we con-

sider that the precession frequency is uniform through the sample. This is called

zero-mode FMR [30], typifying k = 0 magnons (quanta of spin waves).

2.1 The Magnetic Moment

The idea of a magnetic dipole moment is central to understand magnetic forces

and torques at the atomic level. In the early 1900s, detailed understanding of

the origin of microscopic magnetic moment was explained by Heisenberg. Today,

it’s a well known fact that the strong interaction between neighboring atomic

moments finds its origin in quantum mechanical exchange interaction between

the spins [30]. The magnetic moment µ of an electron in an atom is associated

with the total angular momentum J and is given by

µ = −γJ, (2.1)

where γ = eg/2me represents the gyromagnetic ratio of an electron, e is the

charge and me its mass and J is the sum of orbital and spin angular momenta

J = L + S. For an electron g is called the Landé g-factor and has a value ≈ −2.

For comparison, for a proton, g ≈ +5.586.

The reason for the strong interaction between neighboring atomic moments is the

overlapping of their orbital wave functions. Pauli exclusion principle states that

the total wave function of a quantum mechanical system should be anti-symmetric

[31]. Thus, for a quantum mechanical system, having two atoms i, j with spins

Si and Sj aligning parallel, have anti-symmetric wave function, whereas the wave

function is symmetric if two spins align anti-parallel to each other. These two

states have different electrostatic Coulomb energies because the symmetric and
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2.2. THE BLOCH EQUATION

anti-symmetric wave functions represents two different charge distributions. The

difference between the energies of these two states is called Exchange energy and

can be written as [32]

Eexc = −2JSi · Sj, (2.2)

where J represents the exchange constant of the interaction and Si, Sj are the

electronic spins of two atoms i and j, respectively. Eq. (2.2) is also called Heisen-

berg energy.

For ferromagnetic materials, J > 0 which means the exchange energy will be

minimum when two spins align parallel to each other. On the other hand, J

< 0 for antiferromagnetic materials in which the exchange energy will minimum

when spins align anti-parallel to each other. Besides the exchange interaction,

there are many other interactions like: long-range alignment of atomic spins and

magnetic moments by magnetic-dipole interaction and interaction with external

stimuli such as magnetic fields and rf waves through spin-orbit coupling (mag-

netic anisotropy energy). These interactions will be discussed in detail later in

this chapter.

In the next section, we will discuss how the classical equations of electromag-

netism govern the motion of magnetic moment in the presence of external mag-

netic field.

2.2 The Bloch Equation

In the presence of an external magnetic field, the energy of the magnetic moment

for an infinite size magnetic material is given by

E = −µ · B. (2.3)
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2.2. THE BLOCH EQUATION

Eq. (2.3) shows that the energy will be minimum when the magnetic moment is

aligned with the external magnetic field. Consequentially, a torque will act whose

form is

τ = µ× B. (2.4)

The angular momentum J of magnetic moment is associated with with the torque

and is given as

τ = dJ/dt. (2.5)

Using Eqs. (2.1), (2.6) and (2.5) we can write

dµ

dt
= −γ(µ× B). (2.6)

For a magnetic system, the microscopic quantity µ is replaced with a macroscopic

magnetization vector M which is the sum of all magnetic moments per unit volume

[33]. Hence, Eq. (2.6) takes the form

dM
dt

= −γ(M × µoH). (2.7)

Here we have replaced B by µoH, where µo is the magnetic permeability and H

represents the external magnetic filed. Eq. (2.7) is sometimes called the Bloch

equation and describes the presessional motion of the magnetization vector in

the absence of magnetic damping. In order to describe the motion of magnetic

moment in rectangular coordinates, with external field applied in the z-direction
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2.2. THE BLOCH EQUATION

H(x, y, z) = Ho(0, 0, z), the magnetization takes the form

M = Moxî+Moy ĵ +Msk̂, (2.8)

where Ms is the saturation magnetization and other two components Mox and

Moy are small compared to the z-component of magnetization, Ms ≫ Mox and

Moy. Using Eq. (2.8) we can decompose the Eq. (2.7) in rectangular components

as

dMox

dt
= −γµoMyHo, (2.9)

dMoy

dt
= γµoMxHo, (2.10)

dMoz

dt
= 0. (2.11)

A solution of above Eqs. (2.9) and (2.10) can be written as

Mox = mo cosωot, (2.12)

Moy = mo sinωot, (2.13)

where mo is the amplitude and ωo is angular frequency of precession. By putting

Eqs. (2.12) and (2.13) in Eqs. (2.9) and (2.10), respectively we get the angular

frequency as

ωo = γµoHo. (2.14)

Eq. (2.14) is called the Larmor equation which describes that the magnetic

resonance frequency (ωo) is directly proportional the applied magnetic field Ho.

Figure 2.1a illustrates an idealized situation of free precession in the absence of
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2.3. THE LANDAU-LIFSHITZ-GILBERT EQUATION

magnetic damping. This picture contradicts the experimental observation where

the magnetization vector M eventually aligns with the applied field. The cor-

rection term was introduced by Landau-Lifshitz and we discuss this in the next

section.

(a)

τ

(b)

τ

τ

Figure 2.1: Magnetization dynamics in which the magnetization (M) is precessing
around the effective magnetic field (Heff). In a) M is precessing around Heff
indefinitely under the action of precessional torque τP , whereas b) shows the
damped precession of M around Heff, invoking the extra damping torque τD.

2.3 The Landau-Lifshitz-Gilbert Equation

The Landau-Lifshitz (LL) equation [34] shows the evolution of magnetization in

space and time under the local effective field (Heff(r, t)), and can be written as

dM
dt

= −γ
′
(M × µoHeff)−

λ

M2
s

(
M × (M × µoHeff)

)
, (2.15)

where γ
′
= γ/(1 + α2), λ = γαMs/(1 + α2), M is the magnetization vector and

Heff is is the combination of external and endogenous factors, as we explain later

in this chapter. The first term, on the R.H.S. in Eq. (2.15) is similar to Eq. (2.7)
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2.3. THE LANDAU-LIFSHITZ-GILBERT EQUATION

and is called precessional torque (τP ), whereas the second term introduces a phe-

nomenological additional torque perpendicular to the precessional torque, called

the damping torque (τD), and brings back M to equilibrium as shown in Figure

2.1b. Eq. (2.15) was further modified by Gilbert, yielding the LLG equation as

[35]
dM
dt

= −γ
′
(M × Heff)−

γ
′
α

Ms

(
M × (M × Heff)

)
. (2.16)

In the preceding equation, α is the Gilbert’s damping parameter and signifies

the rate at which M returns to equilibrium. Its value typically lies in the range

α = 0.005 to 0.1. For α = 0, Eq. (2.16) reduces to the Bloch equation and

predicts that M will precess indefinitely around Heff, never aligning parallel to Heff.

However, for α ̸= 0, M precesses around Heff with an angle that is exponentially

attenuated (e−αt). The behavior is simulated in Figure 2.2.

M

t

Figure 2.2: Attenuated magnetization precession around the effective magnetic
field for α > 0.

The general solutions for the linearized LLG equation are called spin waves that

corresponds to the propagation of deviations of the spin alignment from equilib-

rium. Spin waves harbor information about the underlying magnetic systems such

as: the anisotropy energy, external magnetic field, demagnetization effects and
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2.3. THE LANDAU-LIFSHITZ-GILBERT EQUATION

saturation magnetization (Ms) [34]. In quantized form, they are called magnons

(quanta of spin waves) [30].

Spin waves can be detected and measured by FMR, especially the isotropic

(K = 0) modes. For an external magnetic field applied in the z-direction H(x, y, z)

= Hz(0, 0, z) Eq. (2.16) can be decomposed in rectangular components [36] yield-

ing,

dMx

dt
= − γo

(1 + α2)
(MyHz)−

γoα

Ms(1 + α2)
(MxMzHz), (2.17)

dMy

dt
=

γo
(1 + α2)

(MxHz)−
γoα

Ms(1 + α2)
(MyMzHz), (2.18)

dMz

dt
=

γoα

Ms(1 + α2)
Hz(M

2
x +M2

y ). (2.19)

Eqs. (2.17), (2.18) and (2.19) are non-linear coupled differential equations which

can be solved by, for example, the Runge-Kutta (RK) method. The simulated

results for different damping parameters and initial conditions are shown in Figure

2.3.

(a)
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Figure 2.3: Time evolution of different components of magnetization (M) for
different damping constants under different initial conditions. In a) α = 0.1,
Hz = 5 T and Mo = (1, 0, 0) and b) α = 0.05, Hz = 15 T and Mo = (1, 0, 0). Here
Mo represents the initial magnetization vector.
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2.4. EFFECTS OF DEMAGNETIZING FIELDS

Figure 2.3 shows the time evolution of magnetization under different initial-

conditions for lightly and heavily damped systems, respectively. It also gives

information about the time taken by both systems to align in the direction of

applied magnetic field.

The presence of spontaneous magnetization in ferro and ferrimagnetic materi-

als can be explained by the intrinsic field generated inside a magnetic material.

This in turn requires a careful differentiation between the effective magnetic field

(Heff), applied magnetic field (Happ) and demagnetizing field (Hd) as we discuss

in the next section.

2.4 Effects of Demagnetizing Fields

In ferro and ferrimagnetic materials, the magnetic resonance frequency strongly

depends on the shape of sample. Its because of the long-range alignment of

atomic spins and magnetic moments by magnetic-dipole interaction which in turn

produces demagnetizing field on the surface of the sample. There are two other

interactions which effects the resonance frequency of FMR, namely, exchange

interaction and crystalline anisotropy energy. We start initially with the exchange

interaction and then the demagnetizing field. The effects of crystalline anisotropy

on the FMR frequency will be discussed later in this chapter.

If we consider a sample with uniform mode of precession frequency, magnetization

is uniform so that all spins are parallel to each other. In this case, using Eqs. (2.1)

and (2.3), we can rewrite the exchange energy of magnetic moment as

E = −µ · µoH, (2.20)
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2.4. EFFECTS OF DEMAGNETIZING FIELDS

where H is the external magnetic field, proportional to the magnetization vector

M. Since, the free precesional motion is governed by Bloch equation (2.7), and

(M × µoH = 0). Which means that the exchange interaction does not effect the

frequency of uniform mode FMR, therefore we will ignore the effects of exchange

interaction on the FMR frequency in the forthcoming sections.

If we place a ferromagnetic material (ellipsoid shaped) under an external mag-

netic field (Happ), the discontinuity of magnetization between the surface and the

interfaces of sample gives rise to magnetic dipoles which in return creates a de-

magnetizing field (Hd). The demagnetizing field affects the resonance frequency

of FMR and also changes the effective field (Heff) as

Heff = Happ +NdM, (2.21)

where Nd is tensor in nature and represents the demagnetizing factor which

depends on the shape of the magnetic medium and direction of applied field

[33]. The additional term in the above equation is the demagnetizing field, i.e.,

Hd = −NdM which plays an important role in determining the magnetization

state of ferromagnetic materials.

Table 2.1: Demagnetization factors for some simple geometries with applied mag-
netic field in different directions.

Shape of Sample Direction of Magnetization Nx Ny Nz

Sphere In-plane 1/3 1/3 1/3

Thin plate Out-of-plane 0 0 1

Thin plate In-plane 0 1 0

In rectangular coordinate system, Nd tensor is diagonal with components Nx, Ny

and Nz. As shown in Table 2.1, for different shapes of samples, demagnetization

factors are also different.
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2.5. SUSCEPTIBILITY TENSOR

In the next section, we’ll discuss how magnetization changes under external mag-

netic field and an additional rf field and how magnetization precession create time

varying demagnetizing fields in particular directions.

2.5 Susceptibility Tensor

The magnetic properties of any material are defined in terms of a response un-

der the application of an external stimuli which is a magnetic field. The ratio

conceptually expressed through the constitutive relationship M = χH is called

susceptibility. Note that working in SI units, M and H have the same dimensions

so the susceptibility (χ) is a dimensionless quantity.

For diamagnetic, paramagnetic and antiferromagnetic materials, magnetization

disappears if the external magnetic field is removed. However, for ferromagnetic

and ferrimagnetic materials, magnetization maybe retain the material even in

the absence of external field for which we have used the term spontaneous mag-

netization. For ferromagnetic materials, susceptibility is a function of applied

field and has a large positive value (χ ≫ 1) [37], whereas for paramagnetic and

diamagnetic materials, χ is small (close to zero).

The susceptibility, in general is a tensor. Furthermore, for these materials the

resonance condition can be encapsulated in the form of the susceptibility term

(χ > 1) and (χ < 1), respectively. By introducing a small ac signal which pro-

duces a small oscillating magnetic field the LLG equation (2.16) can be solved

and the susceptibility tensor is subsequently derived [38]. For this purpose, let’s

define oscillating magnetization vector M in the following form

M = Moxe
iωtî+Moye

iωtĵ +Mse
iωtk̂, (2.22)
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where Mox, Moy and Ms ≈ Moz are x-, y- and z-components of magnetization

vector, respectively. By applying an external magnetic filed in the z-direction

and on top of it superimposing a perpendicular oscillating magnetic field, Happ

and Hd can be rewritten as

Happ = ht +Hok̂, (2.23)

Hd = (NxMx +NyMy +NzMoz)e
iωt. (2.24)

In the above equation, ht is the small oscillating magnetic field, i.e., ht = Hoxe
iωtî+

Hoye
iωtĵ. By putting Eqs. (2.23) and (2.24) in Eq. (2.21), the effective field Heff

can be decomposed in x-,y- and z-components as

Hx = (Hox −NxMx)e
iωt,

Hy = (Hoy −NyMy)e
iωt,

Hz = (Ho −NzMoz)e
iωt.

(2.25)

By using Eq. (2.22) in conjunction with Eq. (2.25) and suppressing the exponen-

tial terms reduces the Eq. (2.16) to

dM
dt

= î(−ωyMy + γHoyMoz) + ĵ(ωxMx − γHoxMoz), (2.26)

where ωx = γµoHx and ωy = γµoHy. By taking Nx = Ny = Nz, ωx = ωy = ωo =

γµoHo and ωm = γµoMoz the above equation can be decomposed into rectangular

components as

dMx

dt
= −ωoMy + ωmHy, (2.27)

dMy

dt
= ωoMx − ωmHx, (2.28)
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2.5. SUSCEPTIBILITY TENSOR

dMoz

dt
= 0. (2.29)

In the above equation, dMoz/dt = 0 because MozHz ≫ MxHy and MxHy.

Eqs. (2.27) and (2.28) are coupled differential equations and can be solved to

get the transverse components of magnetization as [39]

Mx =
ωoωm

(ω2
o − ω2)

Hx + i
ωωm

(ω2
o − ω2)

Hy, (2.30)

My =
ωoωm

(ω2
o − ω2)

Hy − i
ωωm

(ω2
o − ω2)

Hx. (2.31)

These are the equations of motions for magnetic dipoles under forced precessions.

The magnetization has a linear relationship with magnetic filed as M = χH, where

susceptibility (χ) can be written in tensor form as

M =

χxx χxy 0
χyx χyy 0
0 0 0

H. (2.32)

By comparing Eq. (2.32) with Eqs. (2.30) and (2.31), we get the susceptibilities

as

χxx = χyy =
ωoωm

(ω2
o − ω2)

, (2.33)

χxy = −χyx = i
ωωm

(ω2
o − ω2)

. (2.34)

The above two Eqs. (2.33) and (2.34) describes how the amplitude of magne-

tization increases rapidly as forced precessional frequency (ω) approaches the

Larmor frequency (ωo). These two equations also diverge at ω = ωo which is

a non-physical phenomena, called gyromagnetic resonance, showing the impor-

tance of considering relaxation and damping. Now, the loss can be accounted for

by assuming ωo → ωo + iαω in Eqs. (2.33) and (2.34) making the susceptibilities
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2.5. SUSCEPTIBILITY TENSOR

complex as

χxx = χ
′

xx − ιχ
′′

xx, (2.35)

χxy = χ
′′

xy + ιχ
′

xy. (2.36)

The above equations reveal that if we apply the oscillating magnetic field either

in the x- or y-direction, M will be produced in both directions (because M is

precessing around the z-axis). Thus, the precessional motion of magnetization

vector with frequency (ω) is associated with its x- and y- components through

Eqs. (2.30) and (2.31). That’s why the relation between M and H is tensorial

and not a scalar relation. Thus, the real and imaginary parts of Eqs. (2.35) and

(2.36) are given as

χ
′

xx =
ωoωm(ω

2
o − ω2) + ωoωmω

2α2[
ω2
o − ω2(1 + α2)

]2
+ 4ω2

oω
2α2

, (2.37)

χ
′′

xx =
αωωm

[
ω2
o + ω2(1 + α2)

][
ω2
o − ω2(1 + α2)

]2
+ 4ω2

oω
2α2

, (2.38)

χ
′

xy =
ωωm

[
ω2
o − ω2(1 + α2)

][
ω2
o − ω2(1 + α2)

]2
+ 4ω2

oω
2α2

, (2.39)

χ
′′

xy =
2ωoωmω

2α[
ω2
o − ω2(1 + α2)

]2
+ 4ω2

oω
2α2

. (2.40)

Note that the real part of susceptibility describes a Lorentzian shape absorption

peak and imaginary part is the first derivative of this Lorentzian function. The

measurement techniques we’ve developed in this work are sensitive to both am-

plitude and phase, therefore the real and imaginary parts of susceptibility can be

measured using above equations. The simulated results of above Eqs. (2.37–2.40)

are shown in Figure 2.4.
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Figure 2.4: Graphs of real and imaginary parts of complex susceptibility tensor
as a function of resonance frequency (ωo) for a fixed value of magnetic field. In
a) the real and imaginary parts of χxx are shown, whereas b) shows the real and
imaginary parts χxy.

In the next section, we’ll discuss some standard analytic results in order to un-

derstand the connection between applied magnetic field and resonance frequency.

This connection is well describe by Kittel’s equation, which is the condition of

resonance frequency for uniform mode excitation in ferromagnetic materials.

2.6 Kittel’s Equation

For a cubic ferromagnetic material placed inside an external magnetic field applied

in the z-direction Heff(x, y, z) = Ho(0, 0, z), Eq. (2.21) reduces to

Hx = −NxMx, (2.41)

Hy = −NyMy, (2.42)

Hz = Ho −NzMo. (2.43)

Note that the demagnetization factors relate the applied and demagnetizing rf

fields near the surface of ferromagnetic sample. Using Eqs. (2.8), (2.41), (2.42)
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2.6. KITTEL’S EQUATION

and (2.43) in Eq. (2.7) we get the equations of motion for the x-, y- and z-

components of transverse magnetization as

∂Mx

∂t
= γµo(HyMo −HzMy), (2.44)

∂My

∂t
= γµo(HzMx −HxMo), (2.45)

∂Mo

∂t
= γµo(HxMy −HyMx). (2.46)

By considering the demagnetization factors and ignoring the MH product, above

equations reduces to.

∂Mx

∂t
= γµo

(
(Nz −Ny)Mo −Ho

)
My, (2.47)

∂My

∂t
= γµo

(
Ho + (Nx −Nz)Mo

)
Mx, (2.48)

∂Mo

∂t
= 0, (2.49)

The solutions of above Eqs. (2.47) and (2.48) has the same form as in Eqs. (2.12)

and Eqs. (2.13). Hence, the resonance frequency becomes

ω2
o = γ2µo

2

(
Ho +

(
Ny −Nz

)
Mo

)(
Ho +

(
Nx −Nz

)
Mo

)
, (2.50)

where ωo is known as the frequency of uniform mode FMR. The above Eq. (2.50)

is known as Kittel’s equation [40] which tells that the resonant FMR frequency

depends on the demagnetization factors (shape of ferromagnetic material) and

the the direction of applied magnetic field.

At this juncture, we would like to extend our discussion to some special case

results and its validity for ferromagnetic thin films. It is worthwhile to compare

the resonance frequencies for three different geometries like the sphere, thin plate

43



2.7. EFFECTS OF CRYSTALLINE ANISOTROPY ENERGY

with OOP magnetization and thin plate with IP magnetization, given by

ωsphere
o = γµoHo, (2.51)

ωIP
o = γµo(Ho −Mo), (2.52)

ωOOP
o = γµo

(
Ho(Ho +Mo)

)1/2
. (2.53)

The above three equations (2.51–2.53) are obtained by taking the demagneti-

zation factors mentioned in the Table 2.1. The typical simulated results for the

resonant FMR frequency as a function of applied magnetic field using above men-

tioned geometries are shown in Figure 2.5. Notice that the FMR frequency in

case of a sphere and thin film with IP magnetization goes to zero as the applied

magnetic field goes to zero. In contrast, the resonance frequency of a thin film

with OOP magnetization remains very high even in the absence of external mag-

netic field which can be very useful in designing high frequency signal processing

devices [41].

At this moment, we would like to introduce magnetic anisotropy which is a sig-

nificant parameter in investigation of magnetic materials. Magnetic anisotropy

arises due to the system’s tendency to align in a preferred direction (easy axis)

to hard axis. This deviation adds an additional energy consideration into the

system—magnetic anisotropy energy.

2.7 Effects of Crystalline Anisotropy Energy

In this section, we will discuss one factor which greatly affects the hysteresis curve

or magnetic properties of a system, is magnetic anisotropy. This interaction has

not been considered previously. In summary, it tells us that the magnetic prop-

erties of a system depend on the preferred direction in which they are measured
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Figure 2.5: Graphs of resonant FMR frequency (ωo) as a function of external
magnetic field (Ho) for a ferromagnetic material. In a) the resonant condition for
a spherical geometry is shown, b) shows the resonant condition for a thin film
with OOP magnetization < Ha, c) shows the resonant condition for a thin film
with OOP magnetization > Ha and d) presents the resonant condition for a thin
film with IP magnetization. Here Ha represents the anisotropy field.

[33]. Magnetic anisotropy finds its origin in the spin-orbit coupling—interaction

between electronic spins and orbital angular momentum [37].

Magnetic anisotropy strongly affect the magnetization dynamics in ferromagnetic

materials and can be studied using the expression for anisotropy energy. For a

cubic crystal in which there are many equivalent preferred directions, the crys-
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talline anisotropy energy density is defined as the energy per unit volume between

magnetization along the easy and the hard axes and can be written as [42]

E = Ko +K1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +K2(α

2
1α

2
2α

2
3), (2.54)

where K0, K1 and K2 are anisotropy constants and α1, α2 and α3 are the di-

rection cosines which M makes relative to the crystal axes [100], [010] and [001],

respectively. In Eq. (2.54) the higher order terms (K3, K4, . . .) are ignored. For

K2 = 0, the direction of easy axis of magnetization can be determined by the

sign of K1. If K1 > 0 then anisotropy energy in the ⟨111⟩ direction (E111) will

be maximum and ⟨100⟩ will be the easy axis of magnetization. If K1 < 0 then

anisotropy energy in the ⟨100⟩ direction (E100) will be maximun and ⟨111⟩ will

be the hard axis of magnetization.

In ferromagnetic materials the direction of magnetic moment changes according

to the symmetry of lattice. This deviation of magnetic moment gives rise to

crystalline anisotropy energy which can be defined as the indignation of magne-

tization to align in a preferable crystallographic direction under the application

of an external magnetic field.

In angle dependent FMR measurements, the resonance frequency or field is a

function of angle between magnetization and the easy axis of local anisotropy

energy [43], as we discuss in the next section which also gives information about

the magnetic anisotropy of a ferromagnetic system. In this case, the uniaxial

anisotropy energy is given by [44]

Ecrystal = −Keff cos2 θ, (2.55)
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where Keff is the effective uniaxial (out-of-plane) anisotropy energy the expression

for which can be written as

Keff = Ku −
1

2
(Nz −Nx)M

2
s . (2.56)

By using Eq. (2.56) in conjunction with Eq. (2.55), expression for uniaxial mag-

neto crystalline anisotropy becomes [43]

Ecrystal = −Ku cos2 θ + 1

2
(Nz −Nx)M

2
s cos

2θ. (2.57)

In the above equation, Nx, Ny and Nz are the demagnetization factors along

the axes of magnetic material and Ku is some additional second-order uniaxial

anisotropy.

In the next section, we present the derivation of a general equation to calculate

the resonance frequency of a ferromagnetic material with various interactions

and for different directions of applied magnetic field. The equation is useful to

calculate the resonant condition including the effects of crystalline anisotropy on

the FMR frequency.

2.8 Smit-Beljers Equation

The effects of crystalline and shape anisotropy energy on the resonance frequency

of FMR can be calculated by taking a spherical shape ferromagnetic material and

writing M and Heff in spherical coordinates as

M = m(r̂, θ̂, ϕ̂), (2.58)

Heff = (Hrr̂, Hθθ̂, Hϕϕ̂), (2.59)

47



2.8. SMIT-BELJERS EQUATION

where the magnetization is along r̂ so we can take M = m(r̂). We can find Hθ and

Hϕ by considering a change in the energy of dipole with a infinitesimal rotation

as shown in Figure 2.6.

θH
H

θ

Φ�

X

Y

Z

H

Φ

M

Figure 2.6: Sample geometry of equilibrium magnetization and applied magnetic
field.

By taking rotation along the polar angle θ which is discussed in detail in Appendix

A.1. The energy of magnetic moment (m) in the presence of magnetic field (Heff)

can be written as

E = −m · Heff. (2.60)

Now, if we put the values of m and Heff from Eq. (A.9) and (2.59), respectively

in Eq. (2.60) and then take rotation along θ and ϕ we get

Hθ =
−1

m

∂E

∂θ
, (2.61)

Hϕ =
−1

m sin θ

∂E

∂ϕ
, (2.62)

0 =
∂Mr

∂t
. (2.63)
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If we put Eqs. (2.61) and (2.62) in Eq. (2.59) and solve for Eq. (2.7), we get

∂E

∂ϕ
=

M sin θθ.

γ
, (2.64)

∂E

∂θ
=

−M sin θϕ.

γ
. (2.65)

By solving Eqs. (2.64) and (2.65) and ignoring the higher order terms we get

ω2 =
γ2

M2 sin2 θo

[
∂2E

∂θ2
∂2E

∂ϕ2

(
∂2E

∂θϕ

)2]
(2.66)

where E is the total magnetic energy of a ferromagnetic material. Eq. (2.66) is

called the Smit-Beljers equation, which is is an alternate tool for calculating the

resonance frequency in different configurations of a ferromagnetic material.

2.9 Concluding Remarks

In this chapter, we briefly discussed the fundamentals of dynamical motion of

magnetization. To set the stage for ferromagnetic resonance in magnetic thin,

films which is the main focus of this thesis, we started with the Landau-Lifshitz-

Gilbert (LLG) equation. We found that the key role player in magnetization

dynamics is the spins of the electrons. We then connected the LLG equation to

the susceptibility tensor. We finally derived Kittel’s equation which determines

the resonant condition for the precessional motion incorporating the magnetic

anisotropies in case of ferromagnetic materials. In the next chapter, we’ll discuss

the experimental setups and measurement techniques we developed. We’ll use

two different techniques to get FMR spectra of permalloy thin film samples.
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Chapter 3

VNA Based Experimental Setups

and Measurement Techniques for

FMR

Today, many studies focus on the magnetic properties of nanoparticles, nanos-

tructured materials, thin and ultra thin films [45]. One commonality between

these novel materials is the phenomenon of magnetic resonance. It forms the

basis for nuclear magnetic resonance (NMR) [46], nuclear quadrupole resonance

(NQR) [47], electron spin resonance (ESR) [48], electron paramagnetic resonance

(EPR) [49], spin wave resonance (SWR) [50] and ferromagnetic resonance (FMR).

In this chapter, we’ll discuss the basic underlying principles of an experimental

FMR system along with the different experimental setups developed in this work.

We’ll also illustrate the advantages of an FMR system for probing the magnetic

properties of ferromagnetic thin films, in our case permalloy thin films. Two tech-

niques were developed for the FMR measurements of thin film samples which use

a vector network analyzer (VNA) and phase-sensitive lock-in detection (LI).
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In this chapter, we’ll discuss the VNA-FMR which is a fast but less sensitive tech-

nique because it measures the FMR response of the device-under-test (DUT). In

literature, VNA-FMR is used with a frequency sweep, whereas LI-FMR generally

implies a field swept response of the magnetic sample, as we see later in Chapter

4. In principle, both techniques can be delivered in either frequency or field swept

modes.

In FMR, for commonly applied fields, radiation absorption occurs in the mi-

crowave range and for that purpose we need a microwave excitation source, a

detector and a coplanar waveguide (CPW) or stripline (which connects our sam-

ple to the microwave source). The CPW and stripline will be defined shortly.

Either of VNA or LI-FMR measures the diagonal terms of the complex suscepti-

bility tensor, Eqs. (2.37–2.40).
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Figure 3.1: In-plane and out-of-plane configurations of an FMR system. In a)
in-plane configuration is shown with magnetization parallel to applied magnetic
field, whereas b) shows the out-of-plane configuration with magnetization per-
pendicular to applied magnetic field.

The FMR response of a sample is obtained by applying an external static magnetic

field in-plane (IP) or out-of-plane (OOP) to the sample which is placed on a CPW

or stripline and absorbs energy from the microwave source. The two geometries

are shown in Figure 3.1. A detector then records the change in transmitted

(absorbed) microwave energy by sweeping the frequency or field.
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Before discussing the VNA-FMR technique in detail we need to discuss how

thin film samples were synthesized and characterized. The chapter is organized

by discussing sample preparation followed by some morphological measurements

and supplementary detection using the technique of magneto-optic Kerr effect

(MOKE). We then go into the specifics of VNA-FMR, explaining the setup we

built and present the data acquired from a systematic protocol of measurement

on this system. Finally, we extract useful parameters and interpret the physics.

3.1 Thin Film Deposition

Sputtering is a physical vapor deposition technique in which the desired material

is ejected from the target by the impact of high energy particles [51]. The ejected

atoms then deposit on the surface of substrate. For the deposition of our thin

film samples, we have specifically used the technique of magnetron sputtering.

In magnetron sputtering, electric and magnetic fields are applied between the

target and the substrate placed inside a vacuum chamber. Once the desired

vacuum has been achieved, a small amount of argon gas is introduced into the

vacuum chamber. The electric field ionises the argon atoms, causing them to

accelerate towards the negatively biased target. Because of atomic collisions,

atoms and electrons are ejected from the target. Some of these ejected target

atoms condense on the surface of the substrate forming a thin film of the desired

material. The ejected electrons are maneuvered near the surface of the substrate

by means of a magnetic field which increases the ionisation rate of argon gas and

therefore increases the sputter rate. The electric field can be dc or rf, rendering

the names dc and rf magnetron sputtering.

The magnetic thin film samples we used during the course of this work were

deposited using a magnetron sputtering unit (VTS KOREA DaoN 1000s) which
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is equipped with two dc power supplies and a single rf supply. To have a fine

deposition of good quality thin films, cleaning of the substrate is an essential

pre-requisite. The substrate was first dipped in acetone and then placed in an

ultrasonic bath for 15 minutes. This process was followed with iso-propanol and

then with distilled water. For the deposition of permalloy (Ni80Fe20) thin film

samples with varying thicknesses on a silicon substrate the operating parameters

for the sputtering unit were set according to Table 3.1.
Table 3.1: Optimized parameters for magnetron sputtering of permalloy thin film
samples.

Parameters Optimized values

Base pressure 1.0× 10−6 Torr

RF power 100 Watt

Ar pressure 4.8× 10−3 Torr

Ar flow rate 50 sccm

Substrate temperature 298 K

Target to substrate distance 7 cm

In total we synthesized various thin films of permalloy with different thicknesses.

However, for purpose of demontration in this work, we will demonstrate FMR

measurements with four samples prepared by the courtesy of Shahbaz Ahmad

from the University of Western Australia Sydney: 20 nm (S1), 49 nm (S2), 72

nm (S3) and 100 nm (S4). As a confirmatory step, the magnetic response of the

deposited thin film was measured by magneto-optic Kerr effect (MOKE) which

is a non-contact, remote magnetization probing technique.
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3.2 Magneto-optic Kerr Effect

The magneto-optical Kerr effect (MOKE) has been widely used to investigate

magnetic properties of a system such as the spin reorientation transition [52]

and observation of perpendicular anisotropy in ultra thin films [53]. The basic

underlying principle for MOKE is magnetic circular dichroism which translates

in the rotation of polarization plane of incident light as well as the accrual of

ellipticity. More details of the technique can be found in [51]. MOKE has been

classified into three geometries depending upon the relative orientation of M, the

plane of incidence and the sample surface and are shown in Figure 3.2.

(a)

Surface of Plane

Plane of Incidence

M

(b)

Surface of Plane

Plane of Incidence

M

(c)

Surface of Plane

Plane of Incidence

M

Figure 3.2: Different geometries of MOKE. In a) longitudinal geometry (L-
MOKE) is shown in which M is parallel to the plane of incidence and sample
surface, b) shows polar geometry (P-MOKE) in which M is parallel to the plane
of incidence but perpendicular to the sample surface and c) transverse geometry
in which M is perpendicular to the plane of incidence but parallel to the sample
surface.

With the help of MOKE, we can find the easy and the hard axes of magnetic

thin films. Here we’ve used two out of three geometries to find the direction

of magnetization: L-MOKE (IP) and P-MOKE (OOP). Experimental setups of

both geometries are shown in Figures 3.3 and 3.4.

Figure 3.5 illustrate the L- and P-MOKE measurement results for the 20 nm

permalloy thin film (S1). It is noticeable in Figure 3.5a that magnetization

saturates at low field values and the hysteresis loop is squarish, whereas for P-
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Figure 3.3: Experimental setup of the longitudinal MOKE geometry in which
M is parallel to the plane of incidence and sample surface. Path taken by beam
is shown in aqua color, where L= laser, P= polarizer, B= beam-splitter, F=
focusing lens, EM= electromagnet, S= sample, PEM= photoelastic modulator,
A= analyzer, I= iris, D= detector and M= mirror.

Figure 3.4: Experimental setup of the polar MOKE geometry in which M is paral-
lel to the plane of incidence but perpendicular to the sample surface. Components
identifies are the same as in Figure 3.3.

MOKE configuration, the magnetization vector does not align completely with

the field applied perpendicular to the plane of thin film and the hysteresis loop
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remains softer like a stretched S. The response is indicative of the presence of

uniaxial anisotropy with the easy axis lying in-plane.

(a)

-600 -400 -200 0 200 400 600

Magnetic field (G)

-1.8

-1.75

-1.7

-1.65

-1.6

-1.55

-1.5

In
te

n
s
it
y
 (

a
.u

.)

L-MOKE of S1

(b)

-2000 -1000 0 1000 2000

Magnetic field (G)

18

18.5

19

19.5

20

20.5

21

21.5

In
te

n
s
it
y
 (

a
.u

.)
P-MOKE of S1

Figure 3.5: Graphs of intensity data obtained from lock-in amplifier as a function
of external applied magnetic field (Ho). In a) experimental result of L-MOKE for
a 20 nm permalloy thin film is shown, whereas b) shows the experimental result
of P-MOKE for the same thin film.

The discussion on thin film deposition and the experimental arrangement of

MOKE ends here. The next section deals with another interesting topic, i.e.,

vector network analyzer (VNA), which is one of the two tools we employ for

FMR.

3.3 Introduction to S-Parameters and VNA

The vector network analyzer (VNA) is an instrument used to investigate the

characteristics of a device-under-test (DUT) by sending in electromagnetic waves.

It works both as a source and detector in the frequency ranges that can go as high

as upto hundreds of GHz. The incident waves are reflected or transmitted after

interacting with the DUT. By measuring the power of reflection or transmission

or both the scattering parameters of DUT can be measured and that too in a
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phase-sensitive manner. Figure 3.6 shows how the DUT and the VNA interface

with one another.

Figure 3.6: Interface between the VNA and the DUT.

The scattering parameters (Sij) are the power ratios of incident waves at port-j

measured at port-i, where i, j = 1, 2. Reflectance is measured by S11 and S22

parameters whereas S21 and S12 indicate the transmittance. The definitions of

scattering parameters (Sij) are given by

S11 =
b1
a1

=
reflected on port-1
incident on port-1 , (3.1)

S12 =
b1
a2

=
transmitted on port-1

incident on port-2 , (3.2)

S21 =
b2
a1

=
transmitted on port-2

incident on port-1 , (3.3)

S22 =
b2
a2

=
reflected on port-2
incident on port-2 . (3.4)

Like any other instrument VNA also needs to be calibrated for an accurate quan-

titative assessment of the device, in our case the stripline or CPW. One of the

most common calibration methods is short-open-load-through (SOLT) which uti-

lizes known standard parameters: a short circuit, an open circuit, a load which

is matched to the overall system impedance and a through. What this means
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is that DUT = S, O, L and T in four successive measurements and the mea-

surement results are then referenced to the plane where the CPW and stripline

are eventually placed. This protocol removes the background due to the cabling

and connectors as well. These standard parameters are usually contained in the

calibration kits.

Another important part of this chapter is to introduce the basic physics and

fabrication of CPWs and striplines (we have employed both). In the following

section, we discuss how we can fabricate and then use these CPWs and striplines

for FMR measurements.

3.4 Basics of Waveguides for FMR

The coplanar waveguide (CPW) and the stripline works as a transmission line

which connects the sample under investigation to the microwave source. A CPW

on a dielectric substrate consists of a central conductor plane of width (wg) and

two ground planes at a distance of (wsg) on either side. Besides the conventional

CPW there is another type, called grounded-CPW with an additional ground

plane at the bottom of the surface of dielectric substrate. The grounded-CPW

not only provides mechanical support to the dielectric substrate [54] but also

lowers the characteristic impedance [55].

On the other hand, stripline has a uni-planar transmission structure with only one

strip conductor of width (wg) [56]. The advantage of striplines over conventional

CPWs is effectively more substrate area, improved characteristic impedance and

no dependence on any additional wraparounds and via holes which induce ad-

ditional parasitic elements [56]. Both of these geometries support a quasi-TEM

mode [54] in which the central conductor plane or strip carries the rf signal which

produces a magnetic field in the clockwise direction around conductor. The ge-
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ometries of both, grounded-CPW and stripline are shown in Figure 3.7.

(a) (b)
wg

Figure 3.7: A schematic illustration of waveguides for FMR. In a) the geometry
of grounded-CPW is shown, whereas b) shows the geometry of strilpline.

One of the key features while designing a CPW or stripline is impedance matching.

Impedance mismatch causes unwanted reflection distorting the transmitted signal

at higher frequencies which in turn compromises the quality and sensitivity of the

FMR signal. Therefore, its important to have an impedance match of 50 Ω over

a wide range of frequency.

In section 2.5 we introduced an ac magnetic field (ht) to excite the precession.

This ac magnetic field (ht) is generated by an oscillating current (It) provided by

the VNA coupled with the CPW or stripline through SMA connectors. One of

our fabricated CPW and stripline are shown in Figure 3.8.

(a) (b)

End-launch

Connecots

Sample S4

Kapton tape 

with wipe

Figure 3.8: Lab built CPW and Z-shaped stripline with end-launch connectors.
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Now, a little bit on how we fabricated our waveguides. In total, we’ve con-

structed three kinds of CPWs and one Z−line. For the FMR setup, the CPWs

and striplines we’ve designed in our research lab are all fabricated with a PCB

milling machine on a copper-plated dielectric substrate (Rogers RO4350b) which

has a dielectric constant of 3.48 and thickness of 0.726 cm. We’ve designed several

CPWs and striplines with different critical dimensions, depending on the type of

connectors. Table 3.2 shows the center conductor width (wg), ground to conduc-

tor distance (wsg), ground width (wgr), length and characteristic impedance of all

CPWs and the Z-shaped stripline. All of these critical dimensions are calculated

using [57]. The impedance mismatch was high with CPWs due to the limitation

Table 3.2: Critical dimensions and characteristic impedance of CPWs and Z-
shaped stripline.

CPW Name wg (mm) wsg (mm) wgr (mm) Length (mm) Zo (Ω)

CPW−1 1.2 0.2 5.8 25.4 48.7

CPW−2 1.4 0.4 5.8 25.4 42.6

CPW−3 1.2 0.2 5.8 25.4 53.7

Z−line 1.6 0.2 5.8 50.8 50.3

imposed by the PCB milling machine resolution (0.1 mm). Furthermore, due to

the CPW mismatch we were not able to obtain a clear FMR signal, therefore we

will be discussing only the stripline analysis in the forthcoming sections.

3.5 FMR with the VNA and Z-Line

3.5.1 Frequency Swept FMR

Kittel’s equation (2.50) is the resonant condition for uniform mode FMR, which

depends on both frequency and the strength of external magnetic field. In a
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typical frequency swept FMR measurement, frequency is swept with the help of

VNA at certain fixed magnetic field, with measurements subsequently repeated

for a wide range of field values. At the FMR resonance, there is a measurable

loss in the enhanced absorption coefficient (S11) and the transmission coefficient

(S21) of the stripline. The absorption takes the form of a complex Lorentzian, a

diagonal term in the susceptibility tensor described in Eq. (2.33) which we rewrite

here [58]

χ(ω,Ho) =
ωm

(
ωo − i∆ω

)(
ω2
o(Ho)− ω2

)
− iω∆ω

, (3.5)

where ωm = γµoMo, ωo = γµoHo and ∆ω is the linewidth (FWHM) of absorption

peak shown in Figure 2.4. After some algebraic manipulations, Eq. (3.5) can be

decomposed into the real and imaginary components as

χ
′

(ω,Ho) = ωm

(ωo(ω
2
o − ω2) + ∆ω2ω

(ω2
o − ω2) + ω2∆ω2

)
, (3.6)

χ
′′

(ω,Ho) = iωm∆ω
( ωωo − (ω2

o − ω2)

(ω2
o − ω2) + ω2∆ω2

)
. (3.7)

The mathematical forms given above can principally be fit to the data collected

from VNA-FMR measurements.

In this work, rather than fitting the change in transmission parameter to the

complex susceptibility, a new method is used which is known as the derivative-

divide (dD) method [58]. In this method, ferromagnetic resonance can be detected

as an induced voltage in the conductor strip of the stripline which is connected

to complex susceptibility as [59]

Vinduced = −iωAVoχ(ω,Ho)e
iϕ. (3.8)
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where A is the scaling parameter, eiϕ is the phase acquired due to the stripline

and microwave wires and Vo is the voltage measured at port-2 when Vi voltage is

applied at port-1 of the VNA. The transmission coefficient (S21) also known as

transmittance and can be written as

S21 =
b2
a1

=
Vo

Vi

eiϕ. (3.9)

If we take whole setup into account including the stripline and the VNA, there

also exists a frequency dependent background voltage eιϕV B
o (ω) with the induced

voltage due to the losses induced by the stripline and electric length of the mi-

crowave wires. This background voltage and Eq. (3.8) modify Eq. (3.9) to

S21 =
Vinduced + eiϕV B

o (ω)

Vi

. (3.10)

We can use the dD method to remove the frequency dependent background volt-

age. This analysis method involves the central differential of S21 w.r.t. Ho with a

step of ∆H (not to be confused with the field linewidth of absorption peak) and

can be written as

dDS21(ω,Ho) =
S21(ω,Ho +∆H)− S21(ω,Ho −∆H)

S21(ω,Ho)∆H
. (3.11)

Inserting the value of S21 from Eq. (3.10) into Eq. (3.11) we obtain

dDS21(ω,Ho) = −iωA
χ(ω,Ho +∆H)− χ(ω,Ho −∆H)

∆H
, (3.12)

which can also be recast as

dDS21 = −iωA
dχ

dHo

. (3.13)
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Finally substituting the real and imaginary parts of susceptibility from Eqs. (3.6)

and (3.7) into Eq. (3.13), we attain the real and imaginary parts of differential

scattering parameter dDS21 as

dDS
′

21 = ωA
dχ

′′

dHo

, (3.14)

dDS
′′

21 = −iωA
dχ

′

dHo

. (3.15)

Eqs. (3.14) and (3.15) produce complex Lorentzian signals which can be fit to the

data collected from VNA-FMR measurements as shown in Figure 3.9.

4.0 4.5 5.0 5.5 6.0

(GHz)

4.0

d
S

2
1

(×
1

0
4

a
.u

.)

Real part  of dS21

Im ag. part  of dS21

2.0

0.0

-2.0

Figure 3.9: Graph of differential transmission scattering parameter (dDS21) as a
function of resonance frequency (ωo) for a fixed value of external magnetic field
(Ho).

The derivative-divide (dD) method was developed to obtain the FMR signal in a

broadband frequency range to remove the background voltage, noises and other

non-magnetic field dependent components. The complex Lorentzian signals ob-

tain from Eqs. (3.14) and (3.15) are equivalent to the data obtained from experi-

mental frequency swept VNA-FMR and can be fit to experimental data in order

to extract the desired FMR parameters.

Next, in the following section, we systematically introduce the analytical ex-
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traction of measurement parameters like the resonant field, gyromagnetic ratio,

saturation magnetization and damping parameter from FMR spectra.

3.5.2 Analytical Evaluation of Measurement Parameters

Kittel’s equation not only gives the resonant condition for ferromagnetic mate-

rials but also tells how the resonant frequency changes by changing the external

magnetic field parallel or perpendicular to the ferromagnetic material. This effect

was illustrated in Figure 2.5 for different geometries.

The two types of FMR measurements, frequency and field swept have their own

utility for convinience in extracting magnetic parameters. For example, by per-

forming a field swept FMR measurement in IP or OOP configuration, we can find

parameters associated with a magnetic system such as the effective magnetiza-

tion (Mo), gyromagnetic ratio (γ), Landé g-factor (g), the anisotropy field (Ha)

and inhomogeneous broadening (∆Ho). The inhomogeneous broadening can be

defined as the measure of magnetic material’s imhomogeneties.

Out-of-plane Magnetization

-1

Figure 3.10: Graph of resonance frequency (ωo) as a function of external magnetic
field (Ho) for a thin film in which Ho is perpendicular to the surface of thin film.

As discussed in Section 2.6, the resonance frequency of a thin film with OOP
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magnetization remains very high even in the absence of external magnetic field

which can be very useful for the extraction of measurement parameters. This

idea is shown in Figure 3.10. Considering a linear relationship between B and

Ho, i.e., B = µoHo, Eq. (2.52) can be modified as

B =
ωo

γ
+ µoγMo, (3.16)

where ωo = 2πf and Eq. (3.16) is similar to the equation for a straight line whose

slope and y-intercept are given by µo2π/γ = µo2πh̄/gµB and µoγMo, respectively.

From the slope we can thus find the gyromagnetic ratio (γ) which could lead us

to the Landé g-factor (g). Similarly, from the intercept we can find the effec-

tive magnetization (Mo). Furthermore, from the effective magnetization we can

estimate the anisotropy field (Ha) using the expression [58].

Mo = Ms − Ha, (3.17)

where Ms is the saturation magnetization (estimated theoretically) and Ha is the

anisotropy field.

3.5.2.1 Field Linewidth

For a field swept FMR measurement, the resonance occur when the absorbed

power is maximum, yielding, Ho = Hr, such that ωo = γµoHr. The linewidth is

defined as the width of the absorption curve for which the complex susceptibility

is half compared to its maximum value. By measuring the linewidth from field

swept FMR measurement, we can get information about the Gilbert’s damping

constant (α) and inhomogeneous broadening (∆Ho) which is shown as [60]

∆H = ∆Ho +
2αωo√
3|γ|2π

, (3.18)
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where ∆H is the field linewidth (FWHM), ωo/2π is the specific applied frequency

and ∆Ho is the inhomogeneous broadening (arising from sample imperfections).

It’s not straightforward to calculate α directly from Eq. (3.18) because there

exists another unknown parameter (∆Ho).

3.5.2.2 Frequency Linewidth

In order to extract Gilbert’s damping parameter from frequency swept FMR

measurement we have to modify the field linewidth by differentiating the Kittel’s

equation. (2.50) w.r.t. the effective field (Heff). But first, let’s define ∆H as

∆H = ∆ω
∂Ho

∂ω
, (3.19)

where ∆ω is the frequency linewidth (FWHM) of the absorption curve and Ho is

the resonant field. Extracting the value of Ho from Kittel’s equation (2.52) as

Ho =
ωo

µoγ
+Mo. (3.20)

If we insert the values of Ho and ∆H from Eqs. (3.20) and (3.18), respectively

into Eq. (3.19). We get the OOP frequency linewidth ∆ω as [60]

∆ω = γµo∆Ho + 2αωo. (3.21)

Eq. (3.21) illustrates that there is a linear dependence of linewidth (∆ω) on both

the resonant frequency (ωo) and inhomogeneous broadening (∆Ho). The fre-

quency linewidth obtain from Eq. (3.21) can be fit to experimental data obtain

from OOP VNA-FMR measurement in order to extract Gilbert’s damping pa-

rameter. Similarly, for an IP frequency swept FMR measurement, we can define
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∆ω as

∆ω = ∆H
∂ωo

∂H
. (3.22)

If we put the value of ωo from Eq. (2.53) into Eq. (3.22), we get

∆ω = γµo∆H
∂
(
H2

o +HoMo

)2
∂H

. (3.23)

By putting the the value of ∆H from Eq. (3.18) into Eq. (3.23) and differentiate

w.r.t. the applied field H, we get the IP frequency linewidth ∆ω as [60]

∆ω = (2αωo + γ∆Ho)

√
1 +

(
γMo

2ωo

)2

, (3.24)

which depicts an inverse square-root dependence of ∆ω on ωo. The frequency

linewidth obtain from Eq. (3.24) can be fit to experimental data obtain from IP

VNA-FMR measurement in order to extract Gilbert’s damping parameter.

This completes our analytic discussion on the field and frequency swept VNA-

FMR. The foregoing discussion is also important for the analytical evaluation of

measurement parameters. In the next section, we’ll discuss the experiment in

which we obtain the FMR response of our thin film samples using IP frequency

swept VNA-FMR scheme.

3.5.3 Experimental Methods for IP VNA-FMR Measure-

ments

Figure 3.11 shows the schematic arrangement of an IP frequency swept VNA-

FMR spectrometer. For VNA-FMR measurements a Z-shaped stripline (Z−line)

has been used. A broadband microwave generator PicoVNA-106 (3 to 6 GHz)

generates an rf signal that passes through the stripline and gives rise to an os-
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cillating magnetic field. A gauss meter is used to measure the ac and dc fields.

The DUT is placed inside a GMW-3470 electromagnet that generates a static dc

magnetic field. The DUT has been kept in place with the help of 58 mm long

SMA cable holders, whose drawings are shown in Appendix A.3.

Figure 3.11: A schematic illustration of VNA-FMR spectrometer with IP fre-
quency swept technique. The DUT is placed between the electromagnet and
VNA works in tandem as a source and as a detector.

The rf microwave signal going through the Z−line generates an ac magnetic field

which excites the sample. The technique we have developed employes a flip-chip

method in which the sample is placed face down on the Z−line and a layer of

Kapton tape is put in between to electrically insulate the sample from stripline.

The electromagnet is powered by a Sorensen-DLM power supply which is inte-

grated and interfaced with computer within the Labview environment, shown

in Appendix (A.4). We’ve used data acquisition card (National Instruments,

PCI−6221) for digitization of analog input from the power supply in order to

generate the control signal for the electromagnet. The complete hardware is
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computer controlled.

The VNA has two ports, port-1 generates the rf microwaves and detect the change

in the absorption energy at port-2. For the FMR measurement, the stripline

(Z−line) is connected to both ports of VNA via SMA cables to measure the

transmission coefficient S21. The range of frequency sweep is 0.01 to 6 GHz with

a step size of 100 Hz so that the whole sweep contains 512 points of transmission

coefficient S21 taken at a particular value of the static magnetic filed (Ho). This

static dc magnetic filed is along the plane of stripline as shown in Figure 3.12.

Figure 3.12: Plane view of the DUT placed inside the VNA-FMR spectrometer
with frequency swept technique in IP configuration, in which a 100 nm permalloy
sample (S4) is placed on the Z−line.

It is worth mentioning here that the ac magnetic field generated by rf signal

should be perpendicular to the applied static dc magnetic field. The frequency is

swept through stripline and scattering parameters are measured at a particular

value of applied magnetic field. This process is repeated 15 times as the applied

static field is changed from 0.45 to 20.2 mT with a step of 0.9 mT.

The forgoing discussion covers the experimental method for the VNA-FMR mea-
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surement in determining the static and dynamical properties of ferromagnetic

samples. The next section discusses the FMR responses of the various permalloy

samples.

3.6 Results from the IP VNA-FMR Scheme

For FMR measurements of S2, S3 and S4 with Z−line we fixed the input power

level to −3 dBm, number of sweep points to 512 and selected measurement band-

width of 50 Hz. A Matlab script is written to plot the real and differential real

parts of S21 which is reproduced in Appendix A.6. Figure 3.13 shows differen-

tial real parts of S21 for samples S2 and S3. These differentials are defined in

Eqs. (3.14) and (3.15), respectively. We now interpret these results, in light of

forgoing discussion.

(a)

3.8 4.0 4.2 4.4 4.6 4.8

(GHz)

a b
c d

(b)

4.0 4.5 5.0

G

3.5

a b c d

Figure 3.13: Graphs of resonance frequency (ωo/2π) plotted against the dif-
ferential real part of transmission coefficient (dS21) for S2 and S3 with Ho
applied parallel to the plane of thin films, where a = 0.45 mT−74.6 mT,
b = 1.35 mT−74.6 mT, c = 2.16 mT−74.6 mT and d = 3.08 mT−74.6 mT.
Solid lines are guide to the eyes.

It is noticeable that varying the magnetic field changes the resonance frequency.
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Consequentially, the resonant peaks shift towards higher frequencies as Ho goes

up. The differential is obtained by subtracting the transmission signal in the

presence of sample at a very high field value from the transmission signal in the

presence of sample at low field values. The reason for taking a very high field

value is that the signal becomes non-magnetic at such high field values as it goes

out of the resonance frequency range. A similar result obtained for S4 is shown

in Figure 3.14.

(GHz)

3.8 4.0 4.2 4.4 4.6 4.83.5

a b c d

Figure 3.14: Graph of resonant frequency (ωo/2π) plotted against the differential
real part of transmission parameter (dS21) for the 100 nm permalloy thin film,
where a = 0.45 mT−74.6 mT, b = 1.35 mT−74.6 mT, c = 2.16 mT−74.6 mT
and d = 3.08 mT−74.6 mT. Solid lines are guide to the eyes.

From Kittel’s Eq. (2.50) we can calculate the resonance frequencies (ωo) of our

thin film samples. For the applied static magnetic field range (0.45 to 20.17 mT),

the resonant frequency (ωo) ranges from a few MHz to nearly 6 GHz. There are

two parameters which are crucial for FMR measurement: power levels (P ) and

bandwidths (BW ). Bandwidth basically determines the available dynamic range

during the frequency swept measurements because it truncates the frequency

domain data at fixed values.

We’ve tried different combinations of these parameters with the Z−line. Both of
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these parameters are central because changing the power level and the bandwidth

have dramatic effects on the FMR response of thin film samples. For example, by

increasing the power level of VNA, the strength of the FMR signal decreases and

if we increase the bandwidth of VNA, it will decrease the resulting amplitude of

the FMR signal.

This completes our discussion on FMR spectra of different ferromagnetic thin film

samples. The next step is parameter extraction based on the methods outlined

on Section 3.5.2.

3.7 Extraction of Measurement Parameters

3.7.1 Resonance Frequency

In order to extract the resonance frequencies from FMR measurements of S2, S3

and S4 thin film samples, as illustrated in Figures 3.13 and 3.14, we need to ex-

tract a representative portion of each absorption peak. This is done by selecting

real and imaginary parts of a specific resonance peak at a constant field value

from the experimental FMR data. Then, Eqs. (3.14) and (3.15) are fit to the

experimental FMR data in order to get the resonance frequency of each peak.

A python script is written for the curve fitting which is reproduced in Appendix

A.6.

The resonance peak has the shape of a Lorentzian function with resonance oc-

curring at the maximum value of differential S21. The real and imaginary parts

of resonance peaks for samples S2, S3 and S4 are shown in Figures 3.15.
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Figure 3.15: Real and imaginary parts of a specific portion of FMR data plot-
ted against the resonance frequency (ωo/2π) for the 49 nm, 72 nm and 100 nm
permalloy thin film samples. Solid lines are the least square curve fit to the
experimental data. The data is fit to Eqs. (3.14) and (3.15).

73



3.7. EXTRACTION OF MEASUREMENT PARAMETERS

3.7.2 Gyromagnetic Ratio and Saturation Magnetization

In order to extract the values of gyroamgnetic ratio (γ) and saturation magneti-

zation (Ms) for our thin film samples we’ve written a python script which curve

fits Kittel’s Eq. (2.53) onto the experimental FMR data. Fitting is done using the

Optimize library in python and the code is reproduced in Appendix A.6. The

(a) (b)

Figure 3.16: Graphs of static magnetic field (Ho) as a function of resonance
frequency (ωo/2π) for S2 and S3 in IP configuration are shown in a) and b),
respectively. Solid lines are least square curve fit to the experimental data. The
data is fit to Eq. (2.53).

average value of saturation magnetization (Ms) is found by Kittel’s Eq. (2.53)

and then the algorithm makes use of this value to calculate the Landé g-factor

(g) for our thin film samples. The extracted value of Ms is ≈ 1.107 T for all

three samples which is in excellent agreement with reported value of 1.114 [55].

Similarly, the extracted values of g are found to be: 2.0601, 2.225 and 2.0871

for S2, S3 and S4, respectively. These values are in good agreement with the

literature value of 2.0–2.14 [61].

After extracting the value of g we used the expression γ = gµB/h̄, to calcu-

late the values of gyromagnetic ratio (γ) in rad s−1 T−1. After conversion, the

extracted values of γ in GHz T−1 are: 28.94, 31.26 and 29.32 for S2, S3 and
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Figure 3.17: Graph of static magnetic field (Ho) plotted against the resonant
frequency (ω/2π) for S4 in IP configuration. Solid line is least square curve fit
to the experimental data.

S4, respectively. It’s clear that the extracted values of γ are in good agreement

with the values found in literature [61]. However, the 72 nm thin film exhibits a

systematically higher vale of the gyromagnetic ratio.

3.7.3 Gilbert’s Damping Parameter

In order to extract the values of Gilbert’s damping parameter (α) for our thin film

samples a Matlab script is written to find the resonance frequency and linewidth

of each absorption peak using the FindPeaks library. Linewidth of each peak has

been extracted by choosing the fitting area of each peak manually. After extract-

ing the linewidth of each peak, Eq. (3.24) is fitted to the experimental FMR data

using a Python script. The script makes use of Eq. (3.24) and extracted values

of Ms and γ for curve fitting in order to calculate the values of α and the inho-

mogeneous line broadening (∆Ho). Matlab and Python scripts are reproduced in

Appendix A.6. The graphs of resonance frequency vs linewidth (FWHM) for S2

and S3 and S4 are shown in Figures 3.18 and 3.19.
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(a) (b)

Figure 3.18: Graphs of resonant frequency (ωo/2π) plotted against the linewidth
(FWHM) for S2 and S3 in IP configuration are shown in a) and b), respectively.
Solid lines are least square curve fit to the experimental data. The data is fit
against Eq. (3.24).

The extracted values of Gilbert’s damping parameter (α) and inhomogeneous

line broadening (∆Ho) are presented in Table 3.3 which show that ∆Ho is com-

parable to the values found in some other studies of permalloy thin films [62].

Figure 3.19: Graph of resonant frequency (ω/2π) plotted against the linewidth
(FWHM) for S4 in IP configuration. Solid lines are least square curve fit to the
experimental data. The data is fit against Eq. (3.24).

The values of α are also comparable with the values mentioned in literature 0.003–
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0.009 [62]. However, some previous studies shows that the value of α increases

sharply with permalloy thin films of thickness lesser than 10 nm [63] and there’s

a little dependence on the film thickness above 30 nm [64]. Clearly, this was not

the case for our thin film samples.

Table 3.3: Extracted VNA-FMR measurement parameters for IP configuration.

Sample Ms (T) g γ (GHz T−1) α ∆Ho (T) A(×10−8)

NiFe 49 nm 1.107 2.060 28.94 0.004 0.023 2.873

NiFe 72 nm 1.107 2.225 31.26 0.005 0.047 5.335

NiFe 100 nm 1.107 2.087 29.32 0.006 0.057 8.618

The above table summarises all the parameters that we’ve extracted for the differ-

ent permalloy thin films from VNA-FMR technique in IP configuration. We can

say that the extracted parameters are in good agreement with established, well

known empirical results, validating our experimental technique and measurement

protocol.
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Chapter 4

Lock-In Amplifier Based Phase

Sensitive Detection of FMR

In a ferromagnetic resonance experiment, the resonance occurs in the microwave

range by exciting the ferromagnetic sample with commonly applied fields (rf and

dc) and measuring the response of the sample [65]. Since varying the microwave

frequency varies the rf field which in return produces some changes in the mag-

netization dynamics, usually ferromagnetic resonance experiments are done by

sweeping the external magnetic field at fixed frequency values. The resonance

occurs when the applied magnetic field intensity is maximum, i.e., Ho = Hr

yielding, ωo = γµoHr.

In Chapter 3, we discussed the basic underlying principles of the VNA-FMR tech-

nique which implies the frequency sweep at fixed magnetic field values. It was a

fast but less sensitive technique. In this chapter, we’ll discuss a slow but consid-

erably more sensitive technique that we have developed for the measurements of

thin film samples. This technique uses the phase-sensitive lock-in detection (LI)

and implies a field sweep response of the magnetic sample.

Before discussing the LI-FMR detection in detail we need to discuss how a lock-in
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amplifier works and measures the FMR response of ferromagnetic thin films. The

chapter is organized by discussing the basics of lock-in amplifier followed by the

testing of rf components. We then go into the specifics of LI-FMR, explaining

the setup we built and present the data acquired from a systematic protocol of

measurement on this system. Finally, we extract useful parameters and interpret

the physics.

4.1 Basics of the Lock-In Amplifier

The lock-in amplifier is an incredibly powerful tool to detect weak, noisy and

repetitive (sine wave) signals. It works on the basic principle of phase-sensitive

detection (PSD) which is instrumental in picking up a weak signal possibly buried

in the noise. This technique makes uses of a reference signal which has the same

frequency and a fixed phase relationship with a noisy input signal. This reference

signal could be a synchronized output of a function generator which is also the

excitation source of the weak signal. One can read more about lock-in amplifiers

in application notes such as [66].

Phase locked 
loop

Amp L.P

M

PSD

Output
VA

VB

Signal
Input

Reference
Input

Figure 4.1: Block diagram of phase-sensitive lock-in amplifier, where Amp=
amplifier, PSD= phase-sensitive detection box, M= mixer and L.P= low pas
filter.

A lock-in amplifier has two input signals, i.e., input signal VA and reference

79



4.1. BASICS OF THE LOCK-IN AMPLIFIER

signal VB, and an output signal which has the same amplitude as of the input

signal as shown in Figure 4.1. The output signal provides information about

the phase relationship between the input signal and the reference signal. To

understand this working better, let’s consider that input signal VA has a frequency

ωsig and reference signal VB has a particular frequency ωref and the signals are

given by

Vin = VA sin(ωsigt+ θsig), (4.1)

Vref = VB sin(ωref t+ θref ). (4.2)

Principally, the lock-in amplifier will take these two signals and multiply them

using using an analog mixer. The output signal of the PSD has a dc component

and high frequency harmonics given by

VPSD =
1

2
VAVB cos

(
(ωsig − ωref )t+ (θsig − θref )

)
−1

2
VAVB cos

(
(ωsig + ωref )t+ (θsig + θref )

)
.

(4.3)

There are two different ac signals, one is the difference of frequencies (ωsig−ωref )

and one is their sum (ωsig + ωref ). The PSD output is then passed through a

low-pass filter to remove the high frequency ac signal which is the second term

on the R.H.S. For a special case, when the input frequency exactly matches the

reference frequency, i.e., ωsig = ωref , Eq. (4.3) assumes the form

VPSD =
1

2
VAVB cos(θsig − θref ), (4.4)

which is a dc signal, ideally with no oscillatory term and proportional to the

amplitude of input signal VA.

The lock-in technique is valuable for FMR measurement because it helps in ex-
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tracting the signal buried in noise. The only requirement is to make the signal

oscillatory, a process that is called modulation. For an FMR measurement, the

output signal (VPSD) is proportional to the first derivative of complex suscepti-

bility as a function of field (∂χ/∂H). To understand this why this is the case,

we first have to consider the I-V characteristics of an FMR system which is a

microscopic device, i.e., I-V curve is not a straight line. That means we have to

measure the gradient or slope at each point of the curve in order to have a better

idea about the FMR response of a ferromagnetic thin film.

If we consider the complex susceptibility of DUT as a function of field H as: χ(H).

Modulation produces an ac signal on top of a dc signal given as χ(Ho + heiωt).

Now, if we expand this term by Taylor series ignoring the higher-order terms as

χ(H) = χ(Ho) + (iωh) ∂χ
∂H

∣∣∣
Ho
eiωt +

(iωh)2
2

∂2χ

∂H2

∣∣∣
Ho
e2iωt + · · · , (4.5)

where the first term in the above equation is a dc term which will be removed by

the lock-in amplifier and we’ll be left with the oscillating term iso-frequency with

the field modulation frequency (ω). Moreover, the shape of the absorption curve

is the product of first derivative of the susceptibility (∂χ/∂H) and the modulation

frequency (ω). From Eq. (4.5) we can also say that to measure the first derivative

we have to measure the first harmonics (1ω) and second harmonics (2ω) for the

second derivative and so on.
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4.2 Experimental Method for Lock-In Detection

Based FMR

4.2.1 Overview of Field Swept FMR

In a typical field swept FMR measurement, the frequency is kept constant while

magnetic field is swept over a wide range of fields, with measurements repeated

for different frequency values. In this section, we are going to demonstrate how

one can create an FMR with a lock-in amplifier, obviating the need for VNA,

and the system is highly capable of detecting FMR spectra of ferromagnetic ultra

thin film samples. Some of the samples may give such a low SNR that it might

be difficult to detect with a VNA.

Figure 4.2: A schematic illustration of IP field swept LI-FMR spectrometer. The
DUT is placed between the electromagnet and a pair of Helmholtz coils. A lock-
in amplifier is also used to detect the output signal coming from the rf power
detectors.

This system is based on conventional microwave components indicating a mi-
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crowave generator, a function generator and rf detectors. All of these components

together with the stripline and the lock-in amplifier (which serves as a detector)

measure the FMR response of a ferromagnetic thin film in a broadband manner.

Broadband means the system is not placed in a resonant cavity whose characteris-

tics need to be altered every time the excitation frequency is varied. A schematic

diagram of the field swept lock-in detection is shown in Figure 4.2.

The FMR responses are usually weak, therefore a lock-in amplifier is used to

increase the signal to noise ratio. In Figure 4.2 the DUT is placed between the

electromagnet which provides a dc field and a pair of Helmholtz coils is also

mounted inside the electromagnets which serves as a source of modulation fre-

quency. A power amplifier is used to provide current to the Helmholtz coils and

a gauss meter is also used to measure the ac and dc fields. A function generator

is used to provide the modulation frequency to Helmholtz coils and a reference

signal to lock-in amplifier. The rf source generates a microwave signal that goes

into the in-port of directional coupler and passes to the stripline which produces

an rf field perpendicular to the applied dc field. The rf FMR signal coming from

the stripline is converted into low frequency signal by an rf power detector (D2).

The rf microwave signal coming from the cpl-port of directional coupler is also

converted into low frequency signal by another rf power detector (D1). Both of

these signal are detected through the lock-in amplifier’s differential (A-B) mode.

4.2.2 Individual Testing of RF Components

The rf components which are mentioned in Table 4.1 are tested before using in

our actual setup to check the reliability and behaviour of each component. We

learn about the system in this patient, painstaking experimental ordeal and can

later troubleshoot or make better optimization.
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Table 4.1: RF components along with the brand names.

Components Brand

Microwave generator PicoSource AS-108

Power splitter Mini-Circuits ZFRSC-183-S+

Directional coupler Mini-Circuits ZCDC10-01203-S+

RF detectors Mini-Circuits ZX47-55-S+

RF cables Mini-Circuits 30-222726-10H+S

Digital oscilloscope Agilent DXO-X-2002A

For each component, we provide input power from a microwave source quantify

the output on a digital oscilloscope. The range of our microwave source is 3 kHz

to 8 GHz with a power output ranging from −15 to +15 dBm. The measurement

range of our oscilloscope is µs to 70 MHz only. So, we limit the testing frequency

at about 50 MHz and a power of 0 dBm. The output is checked on an oscilloscope

and the test bench is shown in Figure 4.3.

Signal
Input

Microwave 

Generator
Ocsilloscope

CH-1

CH-2

rf Input

rf Output

Figure 4.3: Block diagram of an oscilloscope interface showing an rf output of
530 mV when an rf input signal of 50 MHz and 0 dBm power is generated by the
microwave source.

A 2 way-0o ZFRSC-183-S+ splitter is also checked by connecting the rf output of

microwave source to the splitter. It is a 2 way-0o splitter, so it splits the power

input signal equally. Refer to Figure 4.4 for the experimental arrangement.
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Signal
Input

Microwave 

Generator

Ocsilloscope

CH-1

CH-2

rf Outputs

Port-S

Port-1

Port-2

Power
Splitter

rf
 I

n
p
u
ts

Figure 4.4: Block diagram of an oscilloscope interface showing rf outputs of 254
and 250 mV at port-1 and port-2 of the power splitter, respectively. An rf input
signal of 50 MHz and 0 dBm power is applied to the Port-S of power splitter.

The rf output of microwave generator is then connected to a 10 dB 01203-S+

directional coupler. It has two output ports, one is out-port and the other one

is cpl-port. The directional coupler increases the senstivity of the FMR system

by directing the power coming from the in-port to the out-port and the cpl port.

The layout is depicted in Figure 4.5.

Signal
Input

Microwave 

Generator

Ocsilloscope

CH-1

CH-2
rf Outputs

In-Port

Out-Port

Directional
Coupler

C
o
u
p
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f

CPL-Port

rf
 O

u
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u
t

Figure 4.5: Block diagram of an oscilloscope interface showing an rf output of
249.1 mV and coupled rf output of 24.9 mV for a 10 dB directional coupler. An
rf input signal of 50 MHz and 0 dBm power is applied to the directional coupler.

The output of ZX47-55-S+ power detectors is also checked which converts the mi-

crowave signal coming from the out-port of directional coupler into low frequency

dc signal. One thing that’s important to mention here is that the rf power detec-
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tors have a negative slope which means by increasing the input power the output

voltage decreases. The arrangement is shown in Figure 4.6.

Signal
Input

Microwave 

Generator

Ocsilloscope

CH-1

CH-2

dc Outputs

Port-S

Port-1

Port-2

Power
Splitter

Power
Detectors

rf
 I

n
p
u
ts

Figure 4.6: Block diagram of an oscilloscope interface showing the dc outputs of
870 mV for two rf power detectors. An rf input signal of 50 MHz and 0 dBm
power is applied to the power splitter.

4.2.3 The Experiment Itself

Figure 4.7 shows the experimental setup for an IP field swept LI-FMR spectrom-

eter. A PicoSource AS-108, our broadband microwave generator, generates an rf

signal that passes through the Z−line and gives rise to an ac field. The whole

DUT is mounted inside a GMW-3470 electromagnet which generates a static dc

magnetic field. The DUT has been kept in place with the help of 58 mm long

SMA cable holders the drawings of which are shown in Appendix A.3. The key

difference is the placement of a pair of Helmholtz coils mounted inside the electro-

magnet coaxial with the pole pieces to provide an ac field that serves as a source

of modulation frequency. The field modulation has been achieved using an RM-

AT2500 amplifier which provides current to the Helmholtz coils, and power itself

by a power supply. The connection is completed using a capacitor which creates

a resonant circuit. With the help of function generator a modulation frequency

of 220 Hz is applied to the pair of Helmholtz coils. The same function genera-
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tor’s sync output is used to provide the reference signal of 220 Hz to the lock-in

amplifier’s reference input. The combination of current and voltage are set such

that the Helmholtz coils produces an ac field of 0.6 mT.

Figure 4.7: Experimental setup of lock-in detection based FMR spectrometer
with field sweep technique in IP configuration. The DUT is placed between the
electromagnets and a pair of Helmholtz coils. The lock-in amplifier compares
the rf microwave signal coming from power detector (D1) and an rf FMR signal
coming from power detector (D2) in A-B mode for higher sensitivity.

The microwave generator, generates an rf signal that is fed to the rf power splitter

and then the output of power splitter is connected to the directional coupler. The

directional coupler basically increases the sensitivity of the signal and takes out

−10 dB of the rf signal coming from the power splitter and connects it to the rf

detector (D1). The high frequency FMR signal, coming from the DUT can not

be fed directly into lock-in amplifier. So, an rf detector (D2) is used to convert

the FMR signal into a low-frequency output signal which is within the lockin’s

accessible frequency range. Let’s just recall that ideally an rf detector converts
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the microwave signal into low-frequency signal. Both of these signals emerges

from D1 and D2 are fed to the lock-in amplifier which operates in the differential

mode A-B, where A and B are the inputs of lock-in amplifier.

The FMR response of the sample obtained by lock-in detection is proportional

to the first derivative of real part of complex susceptibility as a function of fixed

frequency. The field is swept through the stripline and the first derivative is

measured at a particular value of applied frequency. This process is repeated a

certain times as the applied frequency is swept from 2 to 8 GHz in user defined

steps of 0.5 GHz, and by quasi-statically sweeping the field from few a mT to

nearly 83.6 mT. Let’s see in the next section what we get from all of this.

4.3 Results from the IP LI-FMR Scheme

(a)

a b c
d

(b)
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Figure 4.8: Graphs of a specific portion of FMR measurement plotted as a func-
tion of external field (Ho) for S2 and S3 on Z−line for fixed values of frequencies,
where a = 4 GHz, b = 4.5 GHz, c = 5 GHz and d = 5.5 GHz. Solid lines are
guide to the eyes.

For the FMR measurements of S2, S3 and S4 with Z−line we fixed the power

level to −3 dBm and number of sweep points to 200. A Pyhton script is written
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to plot the FMR response of our thin film samples. Figure 4.8 shows the FMR

spectra of samples S2 and S3. We now interpret the results, in the light of

forgoing discussion. It is noticeable that varying the applied frequency changes

the resonant field. Consequentially, the resonant peaks shifts towards higher

magnetic field values as ωo goes up. A similar result is obtained for the sample

S4 is shown in Figure 4.9.
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Figure 4.9: Graph of a specific portion of FMR measurement plotted against
the external field (Ho) of S4 on Z−line for fixed values of frequencies, where
a = 4 GHz, b = 4.5 GHz, c = 5 GHz and d = 5.5 GHz. Solid lines are guide to
the eyes.

From Kittel’s Eq. (2.50) we calculated the resonant fields (Ho) of our thin film

samples. For the applied microwave frequency range (2 to 8 GHz), the resonant

field (Ho) ranges from 0.02 mT to nearly 0.06 mT.

For the LI-FMR measurements we have set a few parameters like the sensitivity

of lock-in amplifier to 2.0 mV, time constant to 300 ms, current amplifying scale

to 4.0 in order to get the ac field of 6.0 G. All of these parameters are central

because changing any of the above mentioned parameters have dramatic effects

on FMR response of thin film samples.

We were not able obtain a clear FMR response of sample S1 (20 nm NiFe) from

frequency swept VNA-FMR scheme but we obtained a clear FMR response of S1
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with lock-in detection. The FMR response of S1 is reproduced in Appendix A.5.

This completes our discussion on FMR spectra of different ferromagnetic thin film

samples. The next step is parameter extraction based on the methods outlined

in Section 3.6.

4.4 Extraction of Measurement Parameters

4.4.1 Resonant Field

In order to extract the resonant fields from FMR measurements of S2, S3 and

S4 thin film samples, as illustrated in Figures 4.8 and 4.9, we need to find the

maximum and minimum values of each absorption peak. A Python script is

written in order to do this task which is reproduced in A.6. This algorithm

finds the maximum and minimum values of resonance peak at specific a applied

frequency from the FMR data and then finds the central point of these two

values. The resonant fields (Ho) of a few absorption peaks are shown in Figures

4.10 and 4.11.

(a)

Hres= 0.047 T

3

(b)

Hres= 0.044 T

Figure 4.10: Graphs of a specific portion of FMR measurement plotted against
external field (Ho) for samples S2 and S3 in a) and b), respectively. Solid red
line represents the resonant field of each peak at 6.5 GHZ.
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Figure 4.11: Graph of a specific portion of FMR measurement plotted against
the external field (Ho) for S4 on Z−line for a fixed value of frequency. Red line
represents the resonant field of the absorption peak.

4.4.2 Gyromagnetic Ratio and Saturation Magnetization
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Figure 4.12: Graphs of external field (Ho) as a function of specific frequency
(ωo/2π) for S2 and S3 in IP configuration are shown in a) and b). Solid lines are
least square curve fit to the experimental data. The data is fit to Eq. (2.53)

In order to extract the values of gyroamgnetic ratio (γ) and saturation magneti-

zation (Ms) for our thin film samples we’ve written a Pyhton script which curve

fits Kittel’s Eq. (2.53) on the FMR data obtained from lock-in amplifier. Fitting
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is done using the Optimize library in Python and the code is reproduced in the

Appendix A.6.

The extracted value of Ms is ≈ 1.107 T for all three samples which is in excel-

lent agreement with the reported value and the one we found from VNA-FMR

technique. We can use the extracted value of Ms to calculate the Landé g-factor

(g). Similarly, the extracted values of g are found to be: 1.9773, 2.062 and 2.069

for S2, S3 and S4, respectively. These values are in good agreement with the

literature value of 2.0–2.14 [61].

Figure 4.13: Graph of external field (Ho) as a function of specific frequency
(ωo/2π) for S4 in IP configuration. Solid line is least square curve fit to the
experimental data.

The extracted values of gyromagnetic ratio (γ) in GHz T−1 are: 27.782, 28.97

and 28.72 for S2, S3 and S4, respectively. It’s clear that the extracted values

of γ are in good agreement with the values found in literature and VNA-FMR

measurements.

4.4.3 Gilbert’s Damping Parameter

In order to extract the values of Gilbert’s damping parameter (α) for our thin film

samples a Python script is written to find the linewidth of each absorption peak.
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After extracting the linewidth of each peak, Eq. (3.18) is fitted to the experimental

data using a Python script. The algorithms makes use of extracted values of Ms,

γ and Eq. (3.18) in order to calculate the values of α and the inhomogeneous line

broadening (∆Ho). Python scripts are reproduced in Appendix A.6. The graphs

of resonance frequency vs linewidth (FWHM) for S2, S3 and S4 are shown in

Figures 4.14 and 4.15, respectively.

(a) (b)

Figure 4.14: Graphs of resonant frequency (ωo/2π) plotted against the linewidth
(FWHM) for S2 and S3 in IP configuration are shown in a) and b). Solid lines are
least square curve fit to the experimental data. The data is fit against Eq. (3.18).

Figure 4.15: Graph of resonant frequency (ωo/2π) plotted against the linewidth
(FWHM) for S4 in IP configuration. Solid lines are least square curve fit to the
experimental data. The data is fit against Eq. (3.18).
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The extracted values of Gilbert’s damping parameter (α) and inhomogeneous line

broadening (∆Ho) are presented in Table 4.2. As summarized in Table 4.2, ∆Ho

is much smaller than the values found in VNA-FMR measurements. The possible

reason for this could be the high sensitivity of lock-in detection. Moreover, the

values of α are also comparable with the values mentioned in literature 0.003–

0.009 [62] and in VNA-FMR measurements.

Table 4.2: Extracted lock-in FMR measurement parameters for IP configuration.

Sample Ms (T) g γ (GHz T−1) α ∆Ho (T)

NiFe 49 nm 1.107 1.977 27.782 0.004 0.00121

NiFe 72 nm 1.108 2.062 28.972 0.006 0.00097

NiFe 100 nm 1.107 2.069 28.725 0.007 0.00075

Table 4.2 summarises all the parameters that we’ve extracted for the different

permalloy thin films from LI-FMR technique in IP configuration. We can say that

the extracted parameters are in good agreement with established, well known em-

pirical results, validating our experimental technique and measurement protocol.
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Chapter 5

Conclusion and Future Outlook

In this chapter we are going to discuss the limitations of our broadband ferromag-

netic resonance system. In which we’ve developed two techniques for the FMR

measurements: VNA-FMR technique and lock-in detection. We’ll also look at

the possible future perspectives for our work.

5.1 Limitations

Frequency swept VNA-FMR measures the FMR response of a sample in IP con-

figuration by sweeping the frequency which generates an rf magnetic field in the

stripline. This rf magnetic field along with the static magnetic field excites the

magnetic resonance in the sample produced by damped precession of magneti-

zation. For this work we’ve fabricated several CPWs and a Z-shaped stripline

with different critical dimensions. By measuring the transmission properties of

CPWs and stripline we can say that the they have reasonable rf response. How-

ever, there’s no FMR response for permalloy thin film of thickness 20 nm with

VNA-FMR technique. The possible reasons for this is the impedance mismatch

that created a ripple in the amplitude and lesser sensitivity of this technique.
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Field swept lock-in detection technique makes use of very conventional microwave

sources like: microwave generator, function generator and rf detectors, all to-

gether with a stripline and lock-in amplifier (which serves as a detector) to mea-

sure the FMR responses of magnetic samples in a broadband system. Ee got

FMR response for permalloy thin film of thickness 20 nm using lock-in detection.

The results of which are presented in Appendix A.5. In VNA-FMR measurement

we can not exceed the upper limit of 6 GHz because of the range of our VNA.

Similarly, for lock-in detection this limit is 8 GHz.

5.2 Future Perspectives

To probe the magnetization dynamics in thin films we will certainly continue to

use the two techniques that we’ve developed during the course of this work. To

get a more clear FMR response we could decrease the impedance mismatch by

tapering the CPWs. In this work VNA-FMR measurements are conducted in the

frequency domain, while lock-in detection uses field swept FMR technique. But

field swept VNA-FMR and frquency swept lock-in detection is also possible. Both

of these setups takes the FMR measurements in IP configuration but are fully

capable of taking the FMR measurements in OOP configuration and making a

full angle dependent measurement in both IP and OOP configurations.

From the FMR measurements of both techniques we’ve extracted the impor-

tant parameters in IP configuration. But we can see there’s some difference in

the values of gyromagnetic ratio (γ) and inhomogeneous line-broadening (∆Ho)

extracted from the VNA-FMR measurements and lock-in measurements which

could be decreased by taking more precise measurements and by decreasing the
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bandwidth of VNA. For the FMR response of thin films we can use these setups

to investigate the static and dynamic properties of not only permalloy but for

other novel magnetic materials also. By doing a field sweep FMR measurement

in OOP configuration one could find the field linewidth (∆H), effective magneti-

zation (Mo), gyromagnetic ratio (γ) and landé g-factor (g) which could also give

us some idea about the anisotropy field (Ha). One can also extract the damping

parameter (α) in OOP configuration by finding the linewidth (∆ω) for frequency

and field swept FMR measurements.
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Appendix A

The First Appendix

A.1 Modulation Amplitudes of Magnetization

If we take M and H in spherical co-ordinates as

M = Ms(sin θ cosϕ, sin θ sinϕ, cos θ), (A.1)

H = H(sin θH cosϕH , sin θH sinϕH , cos θH). (A.2)

Now, if we consider Eq. (2.57), (A.1) and (A.2) then the total energy of a magnetic

system becomes

ET = −Ku cos2θ +
1

2
(Nz −Nx)M

2
s cos

2
θ −MsH

[
sin θ cosϕ sin θH cosϕH

+ sin θ sinϕ sin θH sinϕH + cos θ cos θH
]
. (A.3)
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If we take the derivative of Eq. (A.3) w.r.t. θ and ϕ first and then again take the

derivative of these two equations w.r.t Hi we get

∂

∂Hi

(∂E
∂θ

)
=

[
(Keff −K1 sin2

ϕ)2 cos 2θo −Ms(−Hx sin θo cosϕo −Hy sin θo

sinϕo −Hz cos θ)
] ∂θ

∂Hi

+
[
−K1 sin 2ϕo sin 2θo −Ms cos θo

(−Hx sinϕo +Hy cosϕo)
] ∂ϕ

∂Hi

−Ms(f)
∂H

∂Hi

, (A.4)

∂

∂Hi

(∂E
∂ϕ

)
=

[
K1 sin 2ϕo cos θo +Ms cos θo(Hx sinϕo −Hy cosϕo)

] ∂θ

∂Hi

+
[
− 2K1 sin θo cos 2ϕo +Ms sin θo(Hx cosϕo +Hy sinϕo)

] ∂ϕ

∂Hi

+Ms(g)
∂H

∂Hi

. (A.5)

In the above equations

f = (cos θo cosϕo, cos θo sinϕo,− sin θo), (A.6)

g = (sin θo sinϕo,− sin θo cosϕo, 0). (A.7)

Moreover, ∂E/∂θ = 0 = ∂E/∂ϕ at equilibrium angles (θo, ϕo). We can see that

Eq. (A.4) and (A.5) are coupled differential equations and can be solved for

∂θ/∂Hi and ∂ϕ/∂Hi by taking

H = Hxî+Hy ĵ +Hzk̂, (A.8)

m̂ = (sin θ cosϕ, sin θ sinϕ, cos θ), (A.9)

Hk =
2Keff

Ms

, (A.10)

HA =
2K1

Ms

. (A.11)
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we get
∂θ

∂Hi

=
1

F1

(fi − Cgi), (A.12)

∂ϕ

∂Hi

=
1

F1F2

[
fi
[1
2
HA sin 2θo sin 2ϕo − cos θo(Hx sinϕo −Hy sinϕo)

]
−gi

[
(Hk −HA sin2 ϕo) cos 2θo + H⃗ · m̂

]]
, (A.13)

where

F1 = (Hk −HA sin2 ϕo) cos 2θo + H⃗ · m̂

−C
[1
2
HA sin 2θo sin 2ϕo − cos θo(Hx sinϕo −Hy cosϕo)

]
, (A.14)

F2 = −HA sin2 θo cos 2ϕo + (Hx cosϕo +Hy sinϕo) sin θo, (A.15)

C =
1

F2

[1
2
HA sin 2ϕo sin 2θo − cos θo(Hx sinϕo −Hy cosϕo)

]
. (A.16)

Now, we can find the change in the equilibrium angles of magnetization (∆θ, ∆ϕ)

by assuming |HA| << |H sin θH | and ϕo = ϕH and taking

∆θ =
∂θ

∂Hx

∆Hx +
∂θ

∂Hy

∆Hy +
∂θ

∂Hz

∆Hz, (A.17)

∆ϕ =
∂ϕ

∂Hx

∆Hx +
∂ϕ

∂Hy

∆Hy +
∂ϕ

∂Hz

∆Hz. (A.18)

If we put Eq. (A.12) and (A.13) in Eq. (A.17) and (A.18) respectively we get

∆θ =
cos θo(∆Hx cosϕH +∆Hy sinϕH)− sin θo∆Hz

(Hk −HA sin2 ϕo) cos 2θo +H cos (θH − θo)
, (A.19)

∆ϕ =
−∆Hx sinϕH +∆Hy cosϕH

−HA sin θo cos 2ϕH +H sin θH
. (A.20)
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So, Eq. (A.19) and (A.20) represent the modulation amplitudes of magnetization

angles [67].

A.2 Few Words on Spin Orbit Torque

Spin-orbit-torque (SOT) is used to label phenomena associated to changes of

magnetization state induced by spin polarised currents. When an electric current

passes through some magnetically polarized material, it will in general exhibit

some finite spin polarization. Now, if this current passes through an area where

the state of magnetization corresponds to a different orientation of spin polariza-

tion, then somehow the carriers have to adopt this orientation. Because of which

there will be a change in spin expectation value (polarization/orientation).

We’re considering different magnetization states in a material as given, and their

role is to impose the boundary conditions to which the carriers have to adopt. But

in reaction there will be an effect on the polarization state of magnetic material,

which is called “Spin-Transfer-Torque”. Whereas, in general both spin-transfer-

torque and spin-orbit-torque happen when non-equilibrium spin density is not

collinear to the direction of magnetization. The torque is non-zero only when

two vectors are non-collinear. Depending on the strength of non-equilibrium spin

density compared to magnetization, we can have alignment of spins with magne-

tization (spin is large).

The difference between spin-transfer-torque (STT) and spin-orbit-torque resides

in the origin of spin density. In spin-transfer-torque, the spin density originates

from the polarization by ferromagnetic layer. Whereas, in spin-orbit-torque the

spin density originates from spin-orbit coupling which favours the direction of

102



A.3. SMA CABLE HOLDER DRAWING

spin angular momentum in a particular region of space. When current is passed

through a sample there is a induced magnetic field with oersted field, which tends

to change the equilibrium angle of magnetization (θo, ϕo). The sample geometry,

equilibrium magnetization M and applied magnetic field H is shown in Figure

2.6.

A.3 SMA Cable Holder Drawing

SMA Holder
SIZE

A4
Unit

FILE NAME: Draft20
SCALE: 1:2

MATERIAL: Plastic

mm

Date:

58

10932

25

23

16.512.5116.71 22

5

12

Figure A.1: Drawings of 58 mm SMA cable holders. All the dimensions are in
millimeters.
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A.4. LABVIEW INTERFACE FOR FMR SETUP

Figure A.2: Design of 58 mm SMA cable holders.

A.4 LabView Interface for FMR Setup

Figure A.3: Front panel of FMR Setup visualized in LabView. The graphical
VI’s displays the output voltages from lock-in channels (X and Y), whereas the
current tab controls the input current of power supply.
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A.4. LABVIEW INTERFACE FOR FMR SETUP

Figure A.4: Block diagram of virtual elements of LabView program for FMR
setup. Where DAQ Assistant = data acquisition, loop iterations controls the
input current of power supply and write to measurement = element for storing
data.
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A.5. FMR SPECTRUM OF S1 WITH LOCK-IN DETECTION

A.5 FMR Spectrum of S1 with Lock-In Detec-

tion
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Figure A.5: Graph of a specific portion of FMR measurement plotted against the
resonant field (Ho) for S1 on Z−line for fixed values of frequencies.

A.6 FMR Source Codes

A.6.1 Matlab Script for Data Extraction

1 clear all

2

3 for i=1:3

4 p=1;

5 for k=1:26

6 FA=fopen(['D:\Basit\Lums\3rd Semester (In Sha

Allah both acha)\Research\VNA\22-06-21\'
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num2str(1) 'th Measurement/cpw_' num2str(k) '.

s2p']);

7 B=fscanf(FA,'%c');

8 D=regexp(B, '[\n]');

9 B=B(D(4):end);

10 B=split(B,' ');

11 emptyCells = cellfun('isempty', B);

12 B(all(emptyCells ,2) ,:) = [];

13 B(end)=[];

14

15 for n=1:length(B)

16 S(n)=str2num(B{n});

17 end

18 B=S;

19 B=reshape(B,[9,512]);

20 B=B';

21 Real_0(p).a=B(:,4);%Reads the Real part

22 Imag_0(p).a=B(:,5);%Reads the imaginary part

23 Freqq=B(:,1);%Reads the frequency coulomn

24 p=p+1;

25 end

26

27 for w=2:26

28 Diff_real(w-1).a=Real_0(w).a-Real_0(26).a;

29 %Take Differential

30 Diff_imag(w-1).a=Imag_0(w).a-Imag_0(26).a;

107



A.6. FMR SOURCE CODES

31 end

32

33 for v=2:26

34 Div_real(v-1).a=Real_0(w).a./Real_0(26).a;

35 Div_imag(v-1).a=Imag_0(w).a./Imag_0(26).a;

36 end

37 end

38

39 R0=(Real_0(1).a); %To change the file that contains whole

data

40 I0=(Imag_0(1).a);

41 R1=(Real_0(2).a); %To change the file that contains whole

data

42 I1=(Imag_0(2).a);

43 R2=(Real_0(3).a); %To change the file that contains whole

data

44 I2=(Imag_0(3).a);

45 R3=(Real_0(4).a); %To change the file that contains whole

data

46 I3=(Imag_0(4).a);

47 R4=(Real_0(5).a); %To change the file that contains whole

data

48 I4=(Imag_0(5).a);

49

50
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51 R00=Diff_real(19).a; %To change the file that takes

differential

52 I00=Diff_imag(19).a;

53 R11=Diff_real(20).a; %To change the file that takes

differential

54 I11=Diff_imag(20).a;

55 R22=Diff_real(21).a; %To change the file that takes

differential

56 I22=Diff_imag(21).a;

57 R33=Diff_real(22).a; %To change the file that takes

differential

58 I33=Diff_imag(22).a;

59 R44=Diff_real(23).a; %To change the file that takes

differential

60 I44=Diff_imag(23).a;

61 figure

62 plot(Freqq ,R00,'b-')

63 hold on

64 plot(Freqq ,R11,'r-')

65 hold on

66 plot(Freqq ,R22,'y-')

67 hold on

68 plot(Freqq ,R33,'g-')

69 hold on

70 plot(Freqq ,R44,'k-')
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71 lgd=legend('.453mT WS- 74.6mT WS','1.353mT WS- 74.6mT WS'

,'2.160mT WS - 74.6mT WS','3.08mT WS - 74.6mT WS');

72 lgd.FontSize=14;

73 hold off

74 xlabel('Frequency (MHz)','FontSize',18);

75 ylabel('Real part of dS_{21} (X 10^{-3} dB)','FontSize'

,18);

76 axis([3.609375000000000e+03 4.804687500000000e+03 -10e-03

1e-03])

77

78 [a,b]=find(Freqq==4207.031300);

79 [c,d]=find(Freqq==4710.9375000);

80 kkk=Diff_real(24).a(a:c,1);

81 PPP=abs(kkk);

82 OOO=Diff_imag(24).a(a:c,1);

83 III=R1(a:c,1);

84 UUU=I1(a:c,1);

85 FFF=Freqq(a:c,1);

86 figure

87 plot(FFF,PPP, 'b*')% Plotting a specific FMR Peak

88 xlabel('Frequency (MHz)')

89 ylabel('Real part of dS_{21} (arb.units)')

90 title('Specific Diff Real part at 3(1) A Field')

91 figure

92 plot(FFF,OOO, 'mo')

93 xlabel('Frequency (MHz)')
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94 ylabel('Imag part of dS_{21} (arb.units)')

95 title('Specific Diff Imag part at 3(1) A Field')

96 % Finding the line-width of specific curve

97 halfMax = (min(PPP) + max(PPP))/2;

98 index1 = find(PPP >= halfMax , 1, 'first');

99 index2 = find(PPP >= halfMax , 1, 'last');

100 fwhmx = Freqq(index2) - Freqq(index1);

A.6.2 Python Scripts for Extraction of Measurement Pa-

rameters

1 #Source code for the curve fitting of FMR Peak

2 from scipy import optimize

3 import numpy as np

4 import matplotlib.pyplot as pl

5 curblist=np.array([0,0,0,0,-0.0000999999999999890,..])

6 cuiblist=np.array

([-0.0399999999999992 ,-0.0499999999999972 ,...])

7 b1list=np.array([3890.625,3902.3438,...])

8 #N=2*np.pi

9 #FIlist=np.array([x*N for x in FIlist])

10 def Sxx1(omega ,del_omega ,H_not):

11 # del_omega=714.8437*10**6

12 gamma=28*10**7.8

13 M_s=1.107825

14 mew_not=12.56*10**-7

15 # H_not=4477
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16 omega_rs=mew_not*gamma*H_not

17 omega_m=mew_not*gamma*M_s

18 SxxR=(omega_m*((gamma*mew_not*H_not)*(omega_rs**2-

omega**2)+(omega*del_omega**2)))/((omega_rs**2-

omega**2)**2+(omega*del_omega)**2)

19 return SxxR

20 def Sxx2(omega ,del_omega ,H_not):

21 # del_omega=714.8437*10**6

22 gamma=28*10**7.8

23 M_s=1.10782

24 mew_not=12.56*10**-7

25 # H_not=4477

26 omega_rs=mew_not*gamma*H_not

27 omega_m=mew_not*gamma*M_s

28 SxxI=((omega_m*del_omega)*((gamma*mew_not*H_not*omega

)-(omega_rs**2-omega**2)))/((omega_rs**2-omega**2)

**2+(omega*del_omega)**2)

29 return SxxI

30 def dffR(omega ,del_omega ,H_not ,H):

31 dff1=(Sxx1(omega ,del_omega ,H_not+H)-(Sxx1(omega ,

del_omega ,H_not -H)))/H

32 return dff1

33 def dffI(omega ,del_omega ,H_not ,H):

34 dff2=(Sxx2(omega ,del_omega ,H_not+H)-(Sxx2(omega ,

del_omega ,H_not -H)))/H

35 return dff2
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36 def s21R(omega ,del_omega ,H_not ,H,A):

37 ds21R=A*omega*dffI(omega ,del_omega ,H_not ,H)

38 return ds21R

39 def s21I(omega ,del_omega ,H_not ,H,A):

40 ds21I=A*omega*dffR(omega ,del_omega ,H_not ,H)

41 return ds21I

42 params , params_covariance = optimize.curve_fit(s21R ,

b1list , curblist , p0=[1,1,1,1], maxfev=25000)

43 print(params)

44 pl.figure(2)

45 pl.plot(b1list ,curblist ,label="VNA Data: 49nm NiFe",

linestyle='--',marker='*')

46 pl.plot(b1list ,s21R(b1list , params[0], params[1], params

[2], params[3]), label='Fitted Function')

47 pl.xlabel('Frequency (GHz)', fontsize=20)

48 pl.ylabel('Real $S_{21}$ (arb. units)', fontsize=20)

49 pl.xticks([4007.8125,4207.0313,...],["4.0","4.2","4.4","

4.6","4.8","5.0"])

50 pl.rc('xtick', labelsize=18)

51 pl.rc('ytick', labelsize=18)

52 pl.legend(loc='lower right', prop={"size":15})

53 #pl.savefig("fvss21R42nmNiFe.eps",bbox_inches='tight',dpi

=600)

54 params , params_covariance = optimize.curve_fit(s21I ,

b1list , cuiblist , p0=[1,1,1,1], maxfev=25000)

55 print(params)
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56 pl.figure(3)

57 pl.plot(b1list ,cuiblist ,label="VNA Data: 49nm NiFe",

linestyle='--',marker='*')

58 pl.plot(b1list ,s21I(b1list , params[0], params[1], params

[2], params[3]), label='Fitted Function')

59 pl.xlabel('Frequency (GHz)', fontsize=20)

60 pl.ylabel('Imaginary $S_{21}$ (arb. units)', fontsize=20)

61 pl.rc('xtick', labelsize=18)

62 pl.rc('ytick', labelsize=18)

63 pl.xticks([4007.8125,4207.0313,...],["4.0","4.2","4.4","

4.6","4.8","5.0"])

64 pl.legend(loc='lower right', prop={"size":15})

65 pl.savefig("fvss21I42nmNiFe.eps",bbox_inches='tight',dpi

=600)

66 #Ip bvsf curve fitting for 100nm-NiFe

67 HIlist=np.array

([0.000453,0.001353,0.002160,0.00308,0.00398,...])

68 FIlist=np.array([984.4*10**6,1055*10**6 ,...])

69 def KITI(H,g):

70 # M=1.107825

71 # g=0.33217689

72 mew_b=9.27*10**-24

73 h_bar=1.056*10**-34

74 gamma=(mew_b*g)/h_bar

75 omega= (gamma)*(H*(H+M))**0.5

76 return omega
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77 params , params_covariance = optimize.curve_fit(KITI ,

HIlist , FIlist , p0=[1], maxfev=25000)

78 print(params)

79 pl.figure(3)

80 pl.plot(HIlist ,FIlist ,label="VNA Data: 100nm NiFe",

linestyle=':',marker='*')

81 pl.plot(HIlist ,KITI(HIlist , params[0]), label='Fitted

function')

82 pl.xlabel('Magnetic Field (mT)', fontsize=20)

83 pl.ylabel('Frequency (GHz)', fontsize=20)

84 pl.xticks([0.000453,0.00570,..],["0.4","5" ,..])

85 pl.yticks([984.4*10**6,..],["0.5","1.5" ,..])

86 pl.rc('xtick', labelsize=18)

87 pl.rc('ytick', labelsize=18)

88 pl.legend(loc='best', prop={"size":15})

89 pl.savefig("bvsf100nmNiFe.eps",bbox_inches='tight',dpi

=600)

90 #Ip fvsfwhm curve fitting 100nm-NiFe

91 FWHMlist=np.array([410.1562*10**6 ,375*10**6 ,...])

92 FIlist=np.array([1570*10**6,1840*10**6,...])

93 def WI(omega ,alpha ,del_H):

94 gamma=28*10**9

95 M_s=1.014109

96 # del_H=0.034

97 W_IP=(((2*alpha*(2*np.pi*omega))+(gamma*del_H))

*((1+((gamma*M_s)/(2*(2*np.pi*omega)))**2)**0.5))
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/(2*np.pi)

98 return W_IP

99 params , params_covariance = optimize.curve_fit(WI, FIlist

, FWHMlist , p0=[1,1], maxfev=25000)

100 print(params)

101 pl.figure(3)

102 pl.scatter(FIlist ,FWHMlist ,label="VNA Data:100nm NiFe",

linestyle=':',marker='*')

103 pl.plot(FIlist ,WI(FIlist , params[0], params[1]), label='

Fitted Function')

104 pl.xlabel('Resonant Frequency (GHz)', fontsize=20)

105 pl.ylabel('FWHM (Hz)', fontsize=20)

106 pl.xticks([1559*10**6,2027*10**6,..],["1.5","2.0" ,..])

107 pl.rc('xtick', labelsize=18)

108 pl.rc('ytick', labelsize=18)

109 pl.legend(loc='best', prop={"size":15})

110 pl.savefig("fvsfwhm100nmNiFe.eps",bbox_inches='tight',dpi

=600)

111 #Resonant field for Lock-in amplifier Measurements

112 freqqlist=np.array

([2,2.5,3,3.5,4,4.5,5,5.5,6,6.5,7,7.5,8])

113 N=10**9

114 freqlist=np.array([x*N for x in freqqlist])

115 del_Hlist=np.array([0.00174,0.00177,0.00179,0.0019,..])

116 def WI(omega ,alpha ,del_Ho):

117 gamma=27*10**9
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118 # del_Ho=0.001691

119 del_H=del_Ho+((2*alpha*omega)/(gamma*(3)**0.5))

120 return del_H

121 params , params_covariance = optimize.curve_fit(WI,

freqlist , del_Hlist , p0=[1,1], maxfev=25000)

122 print(params)

123 pl.figure(4)

124 pl.scatter(freqlist ,del_Hlist ,label="Lock -In Data: 49nm

NiFe",linestyle=':',marker='*')

125 pl.plot(freqlist ,WI(freqlist , params[0], params[1]),

label='Fitted Function')

126 pl.xlabel('Resonant Frequency (GHz)', fontsize=22)

127 pl.ylabel('FWHM (mT)', fontsize=22)

128 pl.xticks([2*10**9,3*10**9,..],["2","3" ,..])

129 #pl.xticks([0.00174,0.00179,..],["1.74","1.79",.])

130 pl.rc('xtick', labelsize=20)

131 pl.rc('ytick', labelsize=20)

132 pl.legend(loc='best', prop={"size":15})

133 pl.ylim(0.001, 0.004)

134 #pl.savefig("fvsfwhm49nmNiFelockin.jpg",dpi=600)

135 pl.savefig("fvsfwhm49nmNiFelockin.eps",bbox_inches='tight

',dpi=600)
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