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U S E F U L I D E N T I T I E S

• Magnus Expansion. This is useful for us in calculating the time-evolution operator
corresponding to the time-dependent Hamiltonian.

U (t) = exp

{
∞

∑
i=1

Ai (t)

}
,

where

A1 = −i
∫ t

0
HI (t1) dt1,

A2 = −1
2

∫ t

0
dt1

∫ t1

0
[HI (t1) , HI (t2)] dt2.

The higher-order terms are given by further commutators.

• Hadamard’s lemma. This tells us that, for operators A and B,

eθABe−θA = B + θ [A, B] +
θ2

2!
[A, [A, B]] · · · .

• Kubo Identity. For any two operators A and B, we have

eβ(A+B) = eβA
{

1 +
∫ β

0
e−λABeλBdλ

}
.

• Bloch identity. If C is a linear combination of the harmonic oscillator raising and
lowering operators, then 〈

eC
〉
= e⟨C2⟩/2.

• Weyl identity. If operator A and operator B commute with their commutator [A, B],
then

eA+B = eAeBe−[A,B]/2.

• Exponential of a Pauli matrix. For a ‘unit’ vector n̂, we have that

eia(n̂.⃗σ) = 1 cos a + i (n̂.⃗σ) sin a.
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Mirza, Ali Raza (Maths & Physics)
خلاصہ

Mirza, Ali Raza (Maths & Physics)
یہ مقالہ کھلے کوانٹم نظاموں پر کیے گئے مطالعات کو پیش کرتا ہے۔ یہاں کھلے کوانٹم نظاموں سے مراد وہ کوانٹم نظام جو اپنے اردگرد کے ماحول کے ساتھ تعامل کرتے ہیں۔ اس طرح کے نظاموں کا مطالعہ نہ صرف اس لیے ضروری ہے کہ یہ کوانٹم سے کلاسیکل منتقلی کو سمجھنے میں مدد دیتے ہیں بلکہ جدید کوانٹم ٹیکنالوجی کے عملی نفاذ کے لیے بھی اہم ہیں۔ آج تک کئے گئے کھلے کوانٹم نظاموں کے مطالعے میں ایک بہت عام مفروضہ یہ ہے کہ کوانٹم نظام اور اس کا ماحول ابتدائی وقت میں الگ الگ حالتوں میں ہوتے ہیں۔ اس مقالے کا ایک بنیادی مقصد اسی مفروضے کا تنقیدی تجزیہ کرنا ہے۔ اس طرح یہ مقالہ مرکزی طور پر نظام-ماحول کے ابتدائی ارتباط کے اثر کو شامل کرتا ہے جو نظام-ماحول کے مشترکہ حرارتی توازن کی حالت میں اور نظام کی حرکیات میں موجود ہوتے ہیں۔ اس سلسلے میں ہم حرکیات کی تحقیقات کے لیے دو مختلف طریقوں کی پیروی کرتے ہیں۔ سب سے پہلے، ہم ہو بہو حل ہو جانے والے اسپن-اسپن ماڈل کو حل کرتے ہیں جہاں ایک مرکزی اسپن نظام اپنے گرد اسپنز کے مجموعے کے ساتھ تعامل کرتا ہے۔ اسی ماڈل کو استعمال کرتے ہوے ہم مرکزی اسپن نظام کی حرکیات کا تجزیہ کرتے ہیں - دونوں ابتدائی طور پر مربوط اور غیر مربوط حالتوں سے شروع ہوتے ہیں اور مختلف ابتدائی حالتوں کی وجہ سے حرکیاتی اختلافات کو دیکھتے ہیں۔ دوسرا، ہم صوابدیدی ماحول کے ساتھ تعامل کرنے والے صوابدیدی نظام پر غور کرتے ہیں اور ایک ماسٹر مساوات اخذ کرتے ہیں جو ابتدائی نظام-ماحول کے ارتباط کے اثر کو بھی شامل کرتے ہوے نظام کی حرکیات کو بیان کرتی ہے۔ ابتدائی ارتباط کا یہ اثر ماسٹر مساوات میں ظاہر ہونے والی ایک اضافی مقدار کے اندر شامل ہوتا ہے۔ اسی  ماسٹر مساوات کو پھر ہم اسپن-اسپن ماڈل اور اسپن-بوزان ماڈل پر لاگو کرتے ہیں تاکہ ابتدائی ارتباط کا حرکیات پر کردار واضح طور پر دیکھا جا سکے۔ مجموعی طور پر ہم اس مقالے میں یہ اخذ کرتے ہیں کہ اگرچہ نظام-ماحول کی جڑنے کی طاقت کو چھوٹا بھی رکھ  لیاجائےتو بھی ابتدائی ارتباط کا کردار قابل قدر رہتا ہے۔

مقالے کا اگلا حصہ کوانٹم نظام کے ماحول کی خصوصیات والے پیرامیٹرز کا تخمینہ لگانے سے متعلق ہے۔ کوانٹم نظام کی حرکیات کی پیشین گوئی کرنے کے لیے ہمیں ماحول کی چند خصوصیات کا جاننا ضروری ہے جیسا کہ ماحول کی کٹ آف فریکوئنسی اور اس کا اس کا درجہ حرارت وغیرہ۔ حال ہی میں ماحول کی خصوصیات کا اندازہ لگانے کے لیے یکتہ کیوبٹ نظام کو استعمال کیا گیا ہے جس کو کافی پذیرائی حاصل ہوئی ہے۔ ہم یہ ظاہر کرتے ہیں کہ اگر دو کیوبٹس نظاموں کا استعمال ماحولیاتی پیرامیٹرز کے تخمینے کی درستگی کو بہت زیادہ بڑھا سکتا ہے۔ وجہ سادہ ہے،  دو کیوبٹس نظام بھی ماحول کے ساتھ ان کے تعامل کی وجہ سے ایک دوسرے سے منسلک ہو جاتے ہیں، اور ماحول کے بارے میں معلومات ان ارتباط پر نقش ہو جاتی ہیں۔ ہم مقداری طور پر دو کیوبٹس پروب استعمال کرتے ہوئے کوانٹم فشر کی معلومات کا کلیہ اخذ کرتے ہیں اور یہ کام سر انجام دیتے ہیں۔ مقالے کے آخری حصے میں ہم بیرونی طاقت سے چلائے جانے والےاسپن نظام کی کام کی شماریاتی گنتی کا مطالعہ ایک مارکوویئن ماسٹر مساوا ت کے ذریعے کرتے ہیں اور یہ نظام ہارمونک آسیلیٹرز سے بنے ماحول کے ساتھ کمزور طاقت سے جڑا ہوا ہوتا ہے۔ 





A B S T R A C T

This thesis presents studies performed on open quantum systems, that is, quantum sys-
tems interacting with their surrounding environment. Such systems are important not
only in understanding the quantum-to-classical transition but also for the practical im-
plementation of modern quantum technologies. In studies of open quantum systems per-
formed to date, a very common assumption is that the system and the environment are
in separated initial states to begin with. One primary objective of this thesis is to critically
analyze this assumption. As such, the core of this thesis incorporates the effect of the
initial system-environment (SE) correlations that are present in the joint thermal equilib-
rium state of the system and the environment on the subsequent system dynamics. In this
regard, we follow two different approaches to investigate the dynamics. First, we solve an
exactly solvable spin-spin model where a central spin system interacts with a collection
of quantum spins. We analyze exactly the central spin dynamics, starting from both ini-
tially correlated and uncorrelated SE states, and look at the dynamical differences due to
the different starting states. Second, we consider an arbitrary system interacting with an
arbitrary environment and derive a master equation that describes the system dynamics
and also incorporates the effect of the initial SE correlations. This effect of initial correla-
tions is captured by an extra term appearing in the master equation. The master equation
is subsequently applied to the paradigmatic SE models such as the spin-boson model
and the spin-spin model. We demonstrate that the role played by initial correlations can
be noticeable even if the SE coupling strength is kept smaller.

The next part of the thesis deals with estimating the parameters characterizing the en-
vironment of a quantum system. After all, in order to predict the dynamics of a quantum
system, one needs to know, for example, the cutoff frequency of the environment as well
as its temperature. Recently, the use of a single qubit system to infer the characteristics of
an environment has attracted considerable interest. We show that the use of two two-level
systems can greatly enhance the estimation of the environment parameters. The reason
is simple - two two-level systems also get correlated with each other due to their inter-
actions with the environment, and information about the environment is imprinted onto
these correlations. We quantitatively demonstrate this by calculating the quantum Fisher
information for a two-qubit probe. Finally, in the last part of this thesis, we study the work
counting statistics via a Markovian master equation for a periodically driven spin system
weakly coupled to its environment of harmonic oscillators.
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1
I N T R O D U C T I O N

Quantum mechanics, one of the pillars of modern physics, has led to many technolo-
gical developments such as lasers, Global Positioning System (GPS) and the transistors.
Currently, one of the primary goals is to control precisely individual small quantum
systems (such as single electrons or photons), and to make them interact in a precise
manner. The ability to do so opens the door to many novel technologies. For example, we
can achieve unbreakable encryption in communication, the uncertainty in measurements
can be greatly reduced, and we can build far more powerful computers. Such emerging
quantum technologies depend on the quantum properties of physical systems since such
technologies rely on harnessing the ‘quantumness’ of these systems. What we mean by
quantum over here are properties that cannot be explained by using the laws of classical
physics. For example, considering the famous double slit experiment, how is it that a
particle can be found here and there at the same time? Objects that we observe in our
everyday life around us - moving boxes, cars, human beings - do not show such beha-
vior, meaning that they have lost their quantumness. The reason is that physical systems
interact with their environment.

The surrounding environment has two main effects on the quantum system. The first
one is a classical phenomenon, namely that the system can exchange energy with its
environment. This is called dissipation, analogous to how a cup of tea exchanges energy
with the surrounding air. The second is purely quantum mechanical whereby the system
undergoes decoherence - the relative phase within the quantum state gets scrambled due
to the interaction with the surrounding environment. Alternatively, decoherence is the
decay of the off-diagonal entries of the reduced density matrix describing the system
dynamics. The study of decoherence enables us to understand how the classical world
transpires out of the quantum world - why superposition states are not observable in
the classical world? Actually, most quantum states decohere very quickly due to the
system-environment (SE) interaction. Only special states survive. Such states, which are
more robust to the effect of the environment, are dubbed pointer states. Generally, the
larger the quantum system, the more quickly this decoherence process occurs. Moreover,
decoherence can happen without dissipation, but the converse is not true.

In order to make use of unique quantum properties in modern technologies (such
as quantum communications and quantum computing), decoherence must be properly
understood, and, generally, we must try to minimize its effect. Indeed, decoherence is
one of the main hurdles in the enlargement of such technologies. We need to have some
idea of how quickly a given physical system decoheres, and, if possible, lengthen this

2
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timescale. Therefore the ultimate objective of this thesis is to make a small contribution
to the understanding of the open systems dynamics.

1.1 a brief overview

In the theoretical study of open quantum system dynamics, we generally need to consider
various assumptions and approximations in order to make the problem manageable. The
most commonly used assumptions are [1, 2]:

• Weak SE coupling (Born approximation),

• Memoryless environment (Markov approximation),

• The initial SE state is a factorized state (a product state), that is, initial SE correla-
tions are ignored.

In many realistic situations, such as transfer of energy in photosynthetic complexes [3]
and superconducting qubits [4], where the system is strongly interacting with its envir-
onment, these assumptions are simply not valid. Therefore, one main focus of our thesis
is to develop better strategies to investigate open system dynamics. In particular, in the
first part of this thesis, we aim to include the effect of initial SE correlations. The study of
these correlations has become a topic of great interest because this effect can play a great
role whenever strong SE coupling is involved. Many efforts have been made to better
analyze the effect of these initial correlations [5–34]. Since the role of the initial correla-
tions is expected to be most remarkable in the strong SE coupling regime, we usually
cannot simply apply perturbation theory. One possible solution is to use exactly solv-
able models [15, 35]. However, these studies have limitations, namely, the pure dephasing
models used do not consider the effect of dissipation. Another study of these correlations
found in the literature uses the Jaynes-Cummings model [10]. A Spin-Spin (SS) model
has also been considered, with the initial system state prepared by performing a suitable
projective measurement on the quantum system [36]. As the first problem that we tackle
in this thesis, we extend this study to consider the system state preparation via a suitable
unitary operation instead.

The most commonly used method to study open quantum system dynamics is to use a
master equation [37]. This approach considers the system and the environment together
as a closed quantum system whose dynamics are governed by the so-called Schrodinger
equation. Thereafter, the environment is ‘removed’ by taking the partial trace over the
environment. The leftover first-order differential equation that describes only the sys-
tem dynamics is known as the master equation. Finding and solving a master equation
are, unfortunately, not easy tasks. Usually, we assume that the SE interaction strength
is weak, and thereby the SE time-evolution operator is found perturbatively [38, 39]. To
include the effect of the initial SE correlations in the master equation, we assume that the
system and its environment are in a joint thermal equilibrium state, and thereafter, a unit-
ary operation is performed to prepare the desired initial system state, with the system
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Hamiltonian possibly changing thereafter as well. We first consider an arbitrary system
which is interacting with an arbitrary environment and derive a master equation perturb-
atively. The role of the initial SE correlations is captured by an extra term appearing in
our master equation. To scrutinize the role of initial correlations quantitatively, we apply
our master equation to the paradigmatic Spin-Boson (SB) model as well as a SS model.
We demonstrate that, in general, the initial SE correlations need to be accounted for in
order to accurately obtain the system dynamics especially when the number of central
spins is large and the temperature is low.

We next note that in order to predict the role of the environment on a given quantum
system, one must know, as precisely as possible, various parameters such as the envir-
onment’s cutoff frequency, the temperature, and the SE coupling strength. One useful
method is to consider a quantum probe - a small and controllable quantum system which
is interacting with its environment [40–57]. By studying the dynamics of the probe, one
can estimate the various parameters of interest. To estimate these parameters as precisely
as possible, it is important to obtain as large a quantum Fisher information (QFI) as pos-
sible [58–67]. Our goal in this thesis is to show how using two two-level systems (rather
than a single two-level system) can drastically increase the QFI and consequently the
accuracy of our estimates.

Finally, we consider some thermodynamic aspects in open quantum systems by look-
ing at work statistics. Development in experimental methods enables us to explore the
dissipative dynamics of quantum systems [68–71]. Considerable attention has been paid
aiming at the derivation of the quantum kinds of fluctuation relations for open systems
[72–79]. Sub-Poissonian statistics for photon counts have been investigated indicating the
nonclassical states of an electromagnetic field in quantum optics [80]. Counting statistics
of heat transfer and charge also been scrutinized mainly in nonequilibrium mesoscopic
systems previously [73, 75, 81, 82]. Of particular interest, full work statistics via the Lind-
blad master equation approach have been presented, where the environment is supposed
to be Markovian [73]. In this thesis, generating functions are derived that determine the
counting statistics of work in the presence of a driving field. Our derivation is based on
the SB model where a single two-level system is interacting with a harmonic oscillator
environment. We follow a two-point measurement scheme to construct the characteristic
function. Our goal is to study the trade of energy between our system and the environ-
ment in terms of bosons under the action of the driving field.
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1.2 thesis outline

Chapter 2 provides the basic concepts employed in the theory of open systems such as
density matrix formalism, Bloch vector representation, and entanglement. We also
derive a general Markovian master equation and present detailed calculations for
an exactly solvable pure dephasing model.

Chapter 3 explores the role of initial SE correlations in an exactly solvable SS model.

Chapter 4 details a different formalism aiming at elucidating the importance of the ini-
tial SE correlations. We derive a generalized non-Markovian master equation that
incorporates the effect of the initial correlations.

Chapter 5 considers the estimation of environment parameters by using two-qubit sys-
tem interaction with a common environment, thereby showing how the estimation
can be greatly improved compared to the use of a single two-level system.

Chapter 6 contains our calculations for the work statistics in a periodically driven
quantum system.

Chapter 7 concludes the thesis. After some concluding remarks, we briefly highlight the
possible extension of the work performed in this thesis.



2
P R E L I M I N A R I E S

In this chapter, we briefly review the fundamental ‘tools of the trade’, most notably dens-
ity matrices and master equations. We also review the pure dephasing model that will be
used often in this thesis [83].

2.1 density matrices

In an open quantum system, we use density matrices to denote the system state. Density
matrices supply a general representation of a quantum state since they can be used to
represent pure as well as mixed quantum states.

2.1.1 Pure quantum states

In closed quantum systems, we denote a quantum state by a ‘ket’ vector |ϕ⟩ which encap-
sulates all the information about our physical system. Given this vector, we can define a
density matrix ϱ (also known as the density operator) corresponding to the pure state |ϕ⟩
as

ϱ ≡ |ϕ⟩ ⟨ϕ| , (2.1)

which is in fact a projection operator onto the quantum state |ϕ⟩. If we write |ϕ⟩ in terms
of a set of basis states |ϕi⟩ as

|ϕ⟩ = ∑
i

bi |ϕi⟩ , (2.2)

the corresponding density matrix can be written as

ϱ = ∑
uv

bib∗j |ϕi⟩
〈
ϕj
∣∣ . (2.3)

The terms for which i ̸= j represent the off-diagonal entries of the matrix ϱ. They are also
known as interference terms, or the terms that tell us about quantum coherence between
the basis states. Now we define the trace operation performed on some operator A as

Tr {A} = ∑
i
⟨ϕi| A |ϕi⟩ , (2.4)

6
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where the |ϕi⟩ form any orthonormal basis for the system’s Hilbert space. Now, if we
choose A = ϱB, with B being a Hermitian operator having eigenvalues bi and eigenstates
|bi⟩, we can write

Tr {A} = ∑
i
⟨bi| ϱB |bi⟩ ,

= ∑
i
⟨bi| (|ϕ⟩ ⟨ϕ|) B |bi⟩ ,

= ∑
i

bi|⟨bi|ϕ⟩|2.

Since |⟨bi|ϕ⟩|2 is the usual Born probability for the measurement result bi, we have that

⟨B⟩ = Tr {ϱB} . (2.5)

If we set B = 1, then

Tr {ϱ} = 1. (2.6)

2.1.2 Mixed quantum states

Besides pure states, we can also have mixed states [37]. We illustrate this by an example
of a spin- 1

2 particle. If the state of this particle is |ϕ1⟩ with probability 1
2 and |ϕ2⟩ with

probability 1
2 , then the state of this particle can be written as ϱ = 1

2 |ϕ1⟩ ⟨ϕ1|+ 1
2 |ϕ2⟩ ⟨ϕ2|.

Note that this should not be confused with a coherent superposition state. Generalizing
further, we can write

ϱ = ∑
i
Pi |ϕi⟩ ⟨ϕi| , (2.7)

where Pi is the probability associated with state |ϕi⟩. Once again, we have Tr(ϱ) = 1, and
the expectation value of operator A is given as

⟨A⟩ = Tr {ϱA} . (2.8)

2.1.3 Quantifying the purity of a state

Since a pure state is a projection operator onto the quantum state |ϕ⟩, we immediately
have that ϱ2 = ϱ, and hence Tr

{
ϱ2} = Tr {ϱ} = 1. However, for the case of a mixed state

ϱ2 ̸= ϱ, which leads to Tr
{

ϱ2} < 1. Consequently, we can come up with a definition of
the ‘purity’ of the quantum state as [84]

ξ = Tr
{

ϱ2} , (2.9)
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where ξ ≤ 1. It is straightforward to prove that the maximally mixed state is ϱ = 1
D1

where D is the dimension of the associated Hilbert space. One can also use the von-
Neumann entropy defined as

S(ϱ) ≡ −Tr {ϱ log2ϱ} ≡ −∑
i

λilog2λi, (2.10)

where the λi are the eigenvalues of ϱ. For a pure quantum state S(ϱ) = 0, while S(ϱ) > 0
for a mixed state.

2.1.4 Dynamics

By dynamics we mean, If an initial state ϱ is given, what is the state at later time t?
For a closed system, this is essentially done by applying the unitary operator U(t, t0) =

e−
i
h̄ H(t−t0) which connects the initial state ϱ(t0) to the final state ϱ(t). We have

ϱ(t) = U(t, t0)ϱ(t0)U†(t, t0). (2.11)

Using this relation along with the cyclic invariance feature of the trace operation, we can
prove that the purity ξ is time-invariant for a closed system. From equation (2.11), we can
also derive the first-order differential equation (called von-Neumann equation)

i
∂

∂t
ϱ(t) = [H, ϱ(t)], (2.12)

to determine the time evolution of the density matrix. For convenience, we have taken
h̄ = 1 throughout this thesis.

2.1.5 Entanglement

Consider we have a bipartite quantum system - a system made of the system A and
system B - represented by a ket vector |ϕAB⟩, that is, the bipartite system state is a pure
state. This state is said to be an entangled state if it cannot be cast as a tensor product
of the form |ϕAB⟩ = |ϕA⟩ ⊗ |ϕB⟩, where |ϕA⟩ and |ϕB⟩ are the states belonging to system
A and system B respectively. An example is given by the spin singlet state. However, if
the bipartite system state is a mixed state (described in subsection § 2.1.2), we have to be
more careful. A bipartite mixed state is said to be an entangled state if it is not separable,
that is if it cannot be written in the following form

ϱ = ∑
k
Pkϱk

A ⊗ ϱk
B, (2.13)

where the Pk are probabilities with ∑k Pk = 1, and ϱk
A and ϱk

B are states for system A and
B respectively.
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2.1.6 The reduced density matrix

The reduced density matrix formalism plays an important role in the description of open
quantum systems. Suppose that a quantum system S is interacting with another quantum
system E. The combined state, which, in general, will be an entangled state, is given by
ϱSE. If we are interested in system S alone, we can take a partial trace over E. This is
written as

ϱS = TrE {ϱSE} . (2.14)

Let us look at the action of the partial trace more explicitly. Let ϱS = |s⟩ ⟨s| and ϱE = |e⟩ ⟨e|.
The combined state is also pure then. Now

TrE {ϱSE} = TrE {|s⟩ ⟨s| ⊗ |e⟩ ⟨e|}︸ ︷︷ ︸
operator in HS⊗HE

= |s⟩ ⟨s|TrE {|e⟩ ⟨e|} = |s⟩ ⟨s|︸ ︷︷ ︸
operator in HS

, (2.15)

as should be the case. Note that the partial trace is linear.

2.1.7 Bloch sphere representation

The Bloch sphere provides a nice visualization tool for the state of a two-level system. It
is a sphere of unit radius. The points lying on the surface of the Bloch sphere describe a
pure state whereas the points lying inside it represent a mixed state. As shown in Fig. 2.1,
the poles correspond to the states |0⟩ and |1⟩, which are eigenstates of σz and the corres-
ponding eigenvalues are +1 and −1 respectively. Any arbitrary state vector |ψ⟩ can be
written as a linear combination of |0⟩ and |1⟩ as

|ψ⟩ = cos
(

θ

2

)
|0⟩+ eiϕ sin

(
θ

2

)
|1⟩ , (2.16)

where 0 ≤ ϕ < 2π and 0 ≤ θ ≤ π are the spherical polar angles. Every state of a two-
level quantum system can be mapped to vector lying either on the surface of this Bloch
sphere (for pure states) or within it (for mixed states), and the dynamics of the quantum
state can be translated to the dynamics of this Bloch vector instead. Note that the density
matrix for a two-level system can be written in terms of Bloch vector components and
Pauli matrices as

ϱ =
1
2
(1+ p.σ) =

1
2

 1 + py px + ipy

px − ipy 1− py

 ,

where p = x̂px + ŷpy + ẑpz gives the Bloch vector. These numbers can be found from
pi = Tr {ϱσi}.

https://en.wikipedia.org/wiki/Bloch_sphere
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Figure 2.1: The Bloch sphere. The diagram has been taken from NL Bao’s blog with due permis-
sion.

2.2 derivation of master equation

Now we quickly review the usual Born-Markov master equation [37]. We consider the
system S interacting with its surrounding environment E. The total System-Environment
(SE) state is denoted by ϱSE. The system’s reduced density matrix can found by taking a
partial trace over the environment, that is

ϱS(t) = TrE {ϱSE(t)} = TrE

{
U(t)ϱSE(0)U†(t)

}
, (2.17)

here U(t) is the unitary time-evolution operator for the composite system. Thus, in order
to perceive the system dynamics, we first need to understand the dynamics of a composite
system, which is generally an impossible task. Nevertheless, with some approximations
and assumptions as detailed below, we can obtain a first-order differential equation for
the system density matrix, that is, the master equation. The general form of this master
equation is

dϱS

dt
= −i

[
H′S, ϱS(t)

]
+D[ϱS(t)] (2.18)

The first term corresponds to the system’s ‘free’ coherent evolution. Note that, due to
the environment, a restructuring of the system’s energy levels can take place, thereby
changing the system Hamiltonian from HS to H′S. The second term, namely D[ϱS(t)],
called the dissipator, includes the effect of dissipation and decoherence.

Before presenting the derivation of suchlike master equation, let us highlight the usual
assumptions and approximations made. These are:

1. Born approximation. This states that the interaction strength between the system and
its environment is significantly weak such that perturbation theory can be applied.

https://nlbao.page/quantum/
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2. Markov approximation. This ignores ‘memory’ effects, and hence is for ‘memoryless’
environments. What we mean by a ‘memoryless’ environment here is that the en-
vironment correlation time is very short - the environment forgets any information
of the system very rapidly [85].

3. Ignore initial SE correlations. The initial state of the composite system is taken as a
simple product state with the environment in a thermal equilibrium state.

Now we succinctly outline the derivation of the master equation with these approxima-
tions. First we write the total Hamiltonian of the system and the environment as

H = HS + HE + HSE,

where HSE denotes the SE interaction Hamiltonian. It is convenient to set down the ‘free’
Hamiltonian as H0 = HS + HE, so that H = H0 + HSE. We then have

ϱ̇ = −i [H0, ϱ(t)]− i [HSE, ϱ(t)] , (2.19)

where ϱ(t) is the density matrix for the composite system and ϱ̇ represents its total time
derivative. For convenience, we now transform to the interaction picture via

ϱ̃(t) = eiH0tϱ(t)e−iH0t, (2.20)

H̃SE(t) = eiH0tHSEe−iH0t, (2.21)

where the ‘tildes’ denote operators written in the interaction picture. Now taking the time
derivative on both sides of Eq. (2.20),

˙̃ϱ(t) = iH0eiH0tϱ(t)e−iH0t + eiH0tϱ̇(t)e−iH0t − ieiH0tϱ(t)e−iH0tH0,

= i [H0, ϱ̃(t)]− i [H0, ϱ̃(t)]− i
[

H̃SE(t), ϱ̃(t)
]

,

= −i
[

H̃SE(t), ϱ̃(t)
]

. (2.22)

Integrating both sides of Eq. (2.22), we obtain

ϱ̃(t) = ϱ(0)− i
∫ t

0
ds
[

H̃SE(s), ϱ̃(s)
]

.

Putting this back in Eq. (2.22), we have

˙̃ϱ(t) =− i
[

H̃SE(t), ϱ(0)
]
−
∫ t

0
ds
[

H̃SE(t),
[

H̃SE(s), ϱ̃(s)
]]

.

We can now acquire the required system density operator by taking a partial trace over
the environment, that is,

˙̃ϱS(t) =− iTrE

[
H̃SE(t), ϱ(0)

]
−
∫ t

0
dsTrE

[
H̃SE(t),

[
H̃SE(s), ϱ̃(s)

]]
. (2.23)
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We now write the interaction Hamiltonian as H̃SE = ∑α S̃α ⊗ Ẽα where S̃α are operators
live in the system Hilbert space and Ẽα are operators belonging to the environment Hil-
bert space. Doing so, it is quit explicit that the first term in Eq. (2.23) is proportional to
⟨Eα⟩E. It is straightforward to prove this term to be zero for most SE models. We are then
left with

˙̃ϱS(t) = −∑
αβ

∫ t

0
dsTrE

{
S̃α(t)⊗ Ẽα(t),

[
S̃β(s)⊗ Ẽβ(s), ϱ̃(s)

]}
.

Until now, no approximations have been made. However, it should be recognized that
the evaluation of the right-hand side necessitates knowing the dynamics of the system
density matrix, but that is precisely what we are trying to calculate. Therefore, to actually
achieve a practically useful differential equation, we generally need to make a number
of approximations and assumptions. First, we presume that there are no correlations
present between the system and its environment initially, and the environment is in a
thermal equilibrium state. The total SE initial state is then put down as

ϱ(0) = ϱS(0)⊗ ϱE(0), (2.24)

with an equivalent relation ϱ̃(0) = ϱ̃S(0) ⊗ ϱE(0) in the interaction picture [86]. We re-
mind ourselves that this supposition is questionable if the SE interaction is even weak.
Similarly, again assuming that the SE coupling is weak (the Born approximation), it is
reasonable to suppose that we can replace ϱ̃(s) by ϱ̃S(s)⊗ ϱE. The master equation then
takes the following form

˙̃ϱS(t) = −∑
αβ

∫ t

0
dsTrE

{[
S̃α(t)⊗ Ẽα(t),

[
S̃β(s)⊗ Ẽβ(s), ϱ̃S(s)⊗ ϱE

]]}
. (2.25)

Notice now that the trace over the environment degree of freedom leads us to the emer-
gence the environment correlation functions

Eαβ
corr(t, s) ≡ TrE

{
ϱEẼα(t)Ẽβ(s)

}
=
〈

Ẽα(t)Ẽβ(s)
〉

E
. (2.26)

Now using the cyclic invariance feature of the trace operation, we find〈
Ẽα(t)Ẽβ(s)

〉
E
= TrE

{
eiHEtEαe−iHEteiHEsEβe−iHEsϱE

}
,

= TrE

{
ei(t−s)HE Eαe−i(t−s)HE EβϱE

}
,

= TrE

{
Ẽα(t− s)EβϱE

}
,

=
〈

Ẽα(t− s)Eβ

〉
E

, .

Consequently, we are allowed to rewrite the environment correlation functions as

Eαβ
corr(t, s) =

〈
Ẽα(t− s)Eβ

〉
≡ Eαβ

corr(t− s). (2.27)
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Writing the double commutator in Eq. (2.25) explicitly along with the environment correl-
ation function

˙̃ϱS(t) =−∑
αβ

∫ t

0
ds
{

Eαβ
corr(t− s)

[
S̃α(t)S̃β(s)ϱ̃S(s)− S̃β(s)ϱ̃S(s)S̃α(t)

]
+ Eβα

corr(s− t)
[
ϱ̃S(s)S̃β(s)S̃α(t)− S̃α(t)ϱ̃S(s)S̃β(s)

] }
. (2.28)

In deriving the above equation we have once again used the cyclic invariance property of
the trace.

At this point, the Markov approximation is usually made. This assumes that the envir-
onment is ‘memoryless’. More rigorously, the environment correlation functions decay as
a function of time. If the environment correlation time is very small in comparison with
the characteristic time scale in which the system state changes noticeably, then we are in
the Markovian regime. Particularly, the environment correlation function Eαβ

corr(t − s) is
sharply peaked about t− s = 0 and quickly decays. By changing variable to τ = t− s,
our master equation can then be put in the following form

˙̃ϱS(t) = −∑
αβ

∫ ∞

0
dτ
{

Eαβ
corr(τ)

[
S̃α(t)S̃β(t− τ)ϱ̃S(t)− S̃β(t− τ)ϱ̃S(t)S̃α(t)

]
,

+ Eβα
corr(−τ)

[
ϱ̃S(t)S̃β(t− τ)S̃α(t)− S̃α(t)ϱ̃S(t)S̃β(t− τ)

] }
. (2.29)

Finally, we switch back to the Schrodinger picture to obtain

ϱ̇S = −i [HS, ϱS(t)]−∑
αβ

∫ ∞

0
dτ
{

Eαβ
corr(τ)

[
Sα, Sβ(−τ)ϱS(t)

]
+ Eβα

corr(−τ)
[
ϱS(t)Sβ(−τ), Sα

]}
.

Making use of the integrals

Pα ≡
∫ ∞

0
dτ ∑

β

Eαβ
corr(τ)S̃β(−τ), (2.30)

Qα ≡
∫ ∞

0
dτ ∑

β

Eβα
corr(−τ)S̃β(−τ), (2.31)

where S̃β is in fact a system operator Sβ but now written in the interaction picture, the
Born-Markov master equation can be put in the more compact and final form

ϱS(t) = −i [HS, ϱS(t)]−∑
α

{
[Sα, PαϱS(t)] + [ϱS(t)Qα, Sα]

}
. (2.32)

2.3 the pure dephasing model

We now present a example of an open quantum system where the system dynamics can
be found exactly. We consider N identical two-level systems interacting with a common
environment of harmonic oscillators, with the assumption that we can ignore dissipation
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and only consider decoherence [83]. The dynamics of such a system undergoing pure
dephasing, can be described by the Hamiltonian

Htot = HS + HE + HSE,

with,

HS = εJz,

HE = ∑
k

ωkb†
k bk,

HSE = 2Jz ∑
k

(
g∗k bk + gkb†

k

)
.

Here Jx,y,z are the relevant effective spin operators with Ji = ∑N
k=1

σ
(k)
i
2 , ε denotes energy

bias, HE is the Hamiltonian for the environment composed of collection of harmonic
oscillators, while HSE corresponds to the SE interaction. Since the system Hamiltonian
commutes with the interaction Hamiltonian, the system does not undergo dissipation. To
work out the dynamics of the effective central large spin, we first switch the interaction
Hamiltonian to the interaction picture, that is,

HSE (t) = ei(HS+HE)tHSEe−i(HS+HE)t,

= 2Jz ∑
k

(
g∗k bke−iωkt + gkb†

k eiωkt
)

. (2.33)

To find the unitary operator corresponding to the this interaction Hamiltonian, we use
the Magnus expansion [87], namely

USE (t) = exp

{
∞

∑
i=1

Ai (t)

}
, (2.34)

where the first two terms in the exponent are

A1 = −i
∫ t

0
HSE (t1) dt1,

A2 = −1
2

∫ t

0
dt1

∫ t1

0
[HSE (t1) , HSE (t2)] dt2.

A simple calculation leads to

A1 = Jz ∑
k

[
αk (t) b†

k − α∗k (t) bk

]
, (2.35)

with

αk (t) =
2gk

ωk

(
1− eiωkt

)
. (2.36)
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In order to calculate the second term in the exponential of the Magnus expansion (A2),
we note that

[HSE (t1) , HSE (t2)] = −8i J2
z ∑

k
|gk|2 sin [ωk(t2 − t1)] .

It then follows that

A2 = −i J2
z ∆ (t) , (2.37)

with

∆ (t) = ∑
k

4|gk|2

ω2
k

[sin(ωkt)−ωkt] . (2.38)

Since this is a c-number, also J2
z is proportional to identity, It means that the higher order

terms in the Magnus expansion are all zero. To sum up, the total unitary operator (in the
Schrodinger picture) can be written as

U (t) = US(t)UE (t)USE (t) ,

= e−iεJzte−iHEtexp

{
Jz ∑

k

[
αk (t) b†

k − α∗k (t) bk

]
− i J2

z ∆ (t)

}
. (2.39)

We use this exact time-evolution operator to find the reduced dynamics of the system.
We first allow our system and environment to evolve together under the time evolution
operator. After that, we take trace over the environment to obtain

ϱS (t) = TrE

{
U(t)ϱ(0)U†(t)

}
, (2.40)

here ϱ(0) is the joint initial state of the system and its environment. It is useful to write
system density operator in matrix form using the Jz eigenbasis, namely

[ϱS (t)]uv = TrS,E

{
U (t) ϱ (0)U† (t) Puv

}
, (2.41)

where we have introduced an operator Puv = |v⟩ ⟨u| belonging to the system Hilbert
space and |v⟩ and |u⟩ are eigenstates of Jz with Jz |u⟩ = u |u⟩. This enables us to write

[ϱS(t)]uv = TrS,E {ϱ (0) Puv (t)} , (2.42)

where Puv (t) = U† (t) PuvU (t). Using our found time-evolution operator, it is easy to
check that

Puv (t) = e−iε(u−v)te−i(u2−v2)∆(t)e−Ruv(t)Puv, (2.43)
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with

Ruv (t) = (u− v)∑
k

[
αk (t) b†

k − α∗k (t) bk

]
. (2.44)

Inserting Eq. (2.43) into Eq. (2.42), we obtain

[ϱS (t)]uv = e−iε(u−v)te−i∆(t)(u2−v2)tTrS,E

{
ϱ (0) e−Ruv(t)Puv

}
. (2.45)

This is a general expression for the reduced system dynamics which does not assume a
particular form of the initial SE state. In other words, it is valid for both correlated and
uncorrelated initial states. In the following two subsections, we will work out [ϱS (t)]uv

for correlated and uncorrelated cases separately.

2.3.1 Dynamics for uncorrelated initial state

We proceed by considering the usual initial product state

ϱ (0) = ϱS (0)⊗ ϱE, (2.46)

where ϱS(0) = e−βHS
ZS

and ϱE = e−βHE
ZE

with ZE = TrE
{

e−βHE
}

and ZS = TrS
{

e−βHS
}

being
their partition functions respectively. β, of course, denotes the inverse of temperature
with kB = 1. Eq. (2.45) can now be written as

[ϱS (t)]uv = [ϱS (0)]uv e−iε(u−v)te−i∆(t)(u2−v2)TrE

{
ϱEe−Ruv(t)

}
. (2.47)

Our aim now is to simplify TrE

{
ϱEe−Ruv(t)

}
=
〈

e−Ruv(t)
〉

. Since the environment modes
of the harmonic oscillators are independent of each other,

TrE

{
ϱEe−Ruv(t)

}
= ∏

k

〈
e−(v−u)[αk(t)b†

k−α∗k (t)bk(t)]
〉

. (2.48)

Since Ruv (t) is a linear combination of bk and b†
k , we can write〈

e−Ruv(t)
〉
= e

1
2 ⟨−R2

vu(t)⟩

= ∏
k

exp
{
−1

2
(v− u)2 |αk (t)|2 ⟨2nk + 1⟩

}
, (2.49)

where we have defined nk =
〈
b†

k bk
〉
. Since the environment is in a thermal equilib-

rium state, therefore nk is simply the Bose-Einstein distribution, that is, nk = 1
eβωk−1

=

1
2

{
coth

(
βωk

2

)
− 1
}

. Using |αk (t)|2 = 8|gk |2

ω2
k
{1− cos (ωkt)}, we obtain

TrE

{
ϱEe−Ruv(t)

}
= exp

{
−∑

k
(u− v)2 4|gk|2

ω2
k

[1− cos (ωkt)] coth
(

βωk

2

)}
.
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Using this, Eq. (2.47) becomes

[ϱS (t)]uv = [ϱS (0)]uv e−iε(u−v)te−i∆(t)(u2−v2)e−Γ(t)(u−v)2
, (2.50)

with

Γ (t) = ∑
k

4|gk|2

ω2
k

[1− cos (ωkt)] coth
(

βωk

2

)
. (2.51)

The factor e−i∆(t)(u2−v2) encapsulates the indirect inter-spin interactions due to the com-
mon environment while e−Γ(t)(u−v)2

captures the effect of decoherence.

2.3.2 Dynamics for correlated initial state

For the case of the correlated initial SE state, we consider [83]

ϱ (0) =
Θe−βHtot Θ†

Z
, (2.52)

where Z = TrS,E
{

Θe−βHtot Θ†} is the total partition function. Since we have not specified
Θ yet, so Θ can be any operator, acting on the system only, to prepare the desired initial
state. Subsequently, we will specify this operator and study its effect separately. For the
time being, we derive a general expression for the reduced dynamics. To proceed, we first
simplify the partition function by inserting a completeness relation over the Jz eigenstates

Z = TrS,E

{
Θe−βHΘ†

}
,

= TrS,E

{
Θ†Θe−βHS e−β(HE+HSE)

}
,

= ∑
l

TrS,E

{
Θ†Θe−βεJz e−β{HE+2Jz ∑k(g∗k bk+gkb†

k)} |l⟩ ⟨l|
}

,

= ∑
l

e−βεl ⟨l|Θ†Θ |l⟩TrE

{
e−β{HE+2Jz ∑k(g∗k bk+gkb†

k)}
}

,

= ∑
l

e−βεl ⟨l|Θ†Θ |l⟩TrE

{
e−βH(l)

E

}
, (2.53)

where H(l)
E = HE + 2l ∑k

(
g∗k bk + gkb†

k

)
is a ‘shifted’ Hamiltonian of the environment.

To further simplify the trace over the environment, we introduce displaced harmonic
oscillator modes defined as

Bk,l = bk +
2lgk

ωk
, (2.54)

B†
k,l = b†

k +
2lg∗k
ωk

. (2.55)
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The trace over the environment then simplifies to

TrE

{
e−βH(l)

E

}
= TrE

{
e−β ∑k ωkb†

k bk−2βl ∑k(g∗k bk+gkb†
k)
}

,

= TrE

{
e
−β ∑k

[
ωk

(
B†

k,l−
2lg∗k
ωk

)(
Bk,l−

2lgk
ωk

)
+2l

{
g∗k
(

Bk,l−
2lgk
ωk

)
+gk

(
B†

k,l−
2lg∗k
ωk

)}]}
,

= eβl2 ∑k
4|gk |2

ωk TrE

{
e−β ∑k{ωkB†

k,l Bk,l}
}

,

= eβl2CZE, (2.56)

where C = ∑k
4|gk |2

ωk
, and ZE = TrE

{
e−β ∑k ωkB†

k,l Bk,l
}

. In short

Z = ∑
l

e−βεl ⟨l|Θ†Θ |l⟩ eβl2CZE. (2.57)

Before proceeding, it is useful to write Ruv (t) [see Eq. (2.45)] in terms of the displaced
harmonic modes. We get

Ruv (t) = (u− v)∑
k

[
αk (t) b†

k − α∗k (t) bk

]
,

= (u− v)∑
k

[
αk (t)

(
B†

k,l −
2lg∗k
ωk

)
− α∗k (t)

(
Bk,l −

2lgk

ωk

)]
,

= (u− v)∑
k

[
αk (t) B†

k,l − α∗k (t) Bk,l + 2il
(

eiωkt − e−iωkt

2i

)
4|gk|2

ω2
k

]
,

= (u− v)∑
k

[
αk (t) B†

k,l − α∗k (t) Bk,l

]
+ 2il (u− v)∑

k
sin (ωkt)

4|gk|2

ω2
k

,

= (u− v)∑
k

[
αk (t) B†

k,l − α∗k (t) Bk,l

]
+ iΦ(l)

uv (t) , (2.58)

where

Φ(l)
vu (t) = 2l (u− v) ϕ (t) , (2.59)

ϕ (t) = ∑
k

4|gk|2

ω2
k

sin (ωkt) . (2.60)
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We then simplify the trace in Eq. (2.45). A straightforward calculation leads to

TrS,E

{
ρ (0) e−Ruv(t)Puv

}
=

1
Z

TrS,E

{
Θe−βHS e−β(HE+HSE)Θ†e−Ruv(t)Puv

}
,

=
1
Z ∑

l
TrS,E

{
Θe−βεJz e−β{HE+2Jz ∑k(g∗k bk+gkb†

k)} |l⟩ ⟨l|Θ†e−Ruv(t)Puv

}
,

=
1
Z ∑

l
TrS,E

{
Θe−βεle−β{HE+2l ∑k(g∗k bk+gkb†

k)} |l⟩ ⟨l|Θ†e−Ruv(t)Puv

}
,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩TrE

{
e−βH(l)

E e−(u−v)∑k[αk(t)B†
k,l−α∗k (t)Bk,l]e−iΦ(l)

uv (t)
}

,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩ e−iΦ(l)

uv (t)TrE

e
−β ∑k

{
ωkB†

k,l Bk,l−
4l2|gk |2

ωk

}
e−(u−v)∑k[αk(t)B†

k,l−α∗k (t)Bk,l]

 ,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩ e−iΦ(l)

uv (t)eβl2 ∑k
4|gk |2

ωk TrE

{
e−β ∑k ωkB†

k,l Bk,l e−(u−v)∑k[αk(t)B†
k,l−α∗k (t)Bk,l]

}
,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩ e−iΦ(l)

uv (t)eβl2 ∑k
4|gk |2

ωk ZETrE

{
ϱEe−(u−v)∑k[αk(t)B†

k,l−α∗k (t)Bk,l]
}

,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩ e−iΦ(l)

uv (t)eβl2CZE ∏
k

〈
e−(u−v)[αk(t)B†

k,l−α∗k (t)Bk,l]
〉

,

=
1
Z ∑

l
e−βεl ⟨l|Θ†PuvΘ |l⟩ e−iΦ(l)

uv (t)eβl2CZEe−(u−v)2Γ(t), (2.61)

leading to

[ϱS (t)]uv = e−iε(u−v)te−i∆(t)(u2−v2)e−Γ(t)(u−v)2 ∑l ⟨l|Θ†PuvΘ |l⟩ e−βεleβl2Ce−iΦ(l)
vu (t)

∑l ⟨l|Θ†Θ |l⟩ e−βεleβl2C .

Note that at t = 0, the above expression reduces to

[ϱS (0)]uv =
∑l ⟨l|Θ†PuvΘ |l⟩ e−βεleβl2C

∑l ⟨l|Θ†Θ |l⟩ e−βεleβl2C , (2.62)

we can then write

[ϱS (t)]uv = [ϱS (0)]uv e−iε(u−v)te−i∆(t)(u2−v2)e−Γ(t)(u−v)2

∑
l

µ
(l)
uv e−iΦ(l)

vu (t), (2.63)

with

µ
(l)
uv =

⟨l|Θ†PuvΘ |l⟩ e−βεleβl2C

∑l ⟨l|Θ†PuvΘ |l⟩ e−βεleβl2C . (2.64)
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Let us now specify the operator Θ. If we envisage a projective measurement to prepare
the desired initial system state, we should consider Θ = ∑i Pi |ψi⟩ ⟨ψi|, that is, a sum of
projection operators. In this case, we have

[ϱS (t)]uv = [ϱS (0)]uv e−iε(u−v)te−i∆(t)(u2−v2)e−Γ(t)(u−v)2

∑
l,i

[
Piµ

(l)
uv e−iΦ(l)

vu (t)
]

, (2.65)

with the initial state

[ϱS (0)]uv =
∑l,i Pi|⟨l|ψi⟩|2 ⟨ψi| Puv |ψi⟩ e−βεleβl2C

∑l,i Pi|⟨l|ψi⟩|2e−βεleβl2C
. (2.66)

On the other hand, if we apply a unitary operator to the system to prepare the desired
initial state, then Θ = R with R†R = 1. In this case, we have

[ϱS (t)]uv = [ϱS (0)]uv e−iε(u−v)te−i∆(t)(u2−v2)e−Γ(t)(u−v)2

∑
l

[
µ
(l)
uv e−iΦ(l)

vu (t)
]

, (2.67)

with

µ
(l)
uv =

⟨l| R† |v⟩ ⟨u| R |l⟩ e−βεleβl2C

∑l ⟨l| R† |v⟩ ⟨u| R |l⟩ e−βεleβl2C , (2.68)

[ϱS (0)]uv =
∑l ⟨l| R† |v⟩ ⟨u| R |l⟩ e−βεleβl2C

∑l e−βεleβl2C . (2.69)

2.4 summary

In this chapter, we established the fundamental terminology needed to understand open
quantum systems. We derived a standard master equation under the Born-Markov ap-
proximation. In the end, we presented a detailed derivation of the system density oper-
ator for a pure dephasing model. In the upcoming chapters, these results will be used.
For example, we will derive a master equation without specifying that the initial SE state
is a product state. This master equation will then be applied to a collection of two-level
systems coupled to the harmonic oscillator environment.
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I N I T I A L C O R R E L AT I O N S I N S P I N E N V I R O N M E N T

In this chapter, to gain insights into the role of initial correlations, we solve an exactly solv-
able model of a single qubit (or two-level system) interacting with a collection of qubits
(spin environment), both with and without considering the initial System-Environment
(SE) correlations. We are able to obtain the dynamics of the central qubit exactly. We
show that the effect of the initial correlations can be important. We then extend our study
to investigate the dynamics of the entanglement between two qubits interacting with
a common spin environment. Once again, we demonstrate that the effect of the initial
correlations can be very significant.

This chapter is organized as follows. In section § 3.1, we present a Spin-Spin (SS)
model with a single central spin. We prepare the desired initial system spin state via a
unitary operator, and we analyze the subsequent dynamics to show the impact of the ini-
tial SE correlations. In the next section § 3.2, we shall consider two central spins coupled
to the common environment. We look at the entanglement dynamics and quantify the
role of the initial correlations. In the last section § 3.3, we present a summary of this
chapter. We put some detailed mathematical derivations in Appendix § 3.4.

3.1 the spin-spin model

We first consider a single spin-half system (a qubit) interacting with N spin-half systems
(the spin environment). We write the SE Hamiltonian as

Htot =

HS0 + HE + HSE t ≤ 0,

HS + HE + HSE t > 0.
(3.1)

Here HE is the Hamiltonian of the spin environment alone, and HSE is the SE interaction.
We prepare a desired initial state at time t = 0; the system Hamiltonian after this state
preparation process can be different as compared to the system Hamiltonian before the
state preparation process. As such, HS denotes the system Hamiltonian corresponding to
the coherent evolution of the system only after the initial time t = 0 at which the system
state is prepared. HS0 is the system Hamiltonian before the system state preparation, with
the parameters in HS0 chosen so as to aid the state preparation process. Note that HS0 is

21
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similar to HS in the sense that both operators live in the same Hilbert space, but they may
have different parameters. For the SS model that we are discussing, we have

HS0 =
ε0

2
σz +

∆0

2
σx, (3.2)

HS =
ε

2
σz +

∆0

2
σx, (3.3)

HE =
N

∑
i=1

ε i

2
σ
(i)
z +

N

∑
i=1

αiσ
(i)
z σ

(i+1)
z , (3.4)

HSE =
1
2

σz ⊗
N

∑
i=1

giσ
(i)
z . (3.5)

Here σx,y,z represent the standard Pauli spin matrices, ε0 and ε denote the energy bias-
ing of the central spin system before and after the state preparation respectively, ∆0 is
the tunneling amplitude, and ε i denotes the energy bias for the ith spin of the environ-
ment. Environment spins interact with each other via ∑N

i=1 αiσ
(i)
z σ

(i+1)
z , where αi denotes

the nearest neighbor coupling strength between the environment spins. The central spin
system interacts with the environmental spins via interaction Hamiltonian HSE, where
gi denotes the coupling strength between the central qubit and the ith spin of the en-
vironment. It is clear that our system Hamiltonian HS does not commute with the total
Hamiltonian, meaning that the system energy is not conserved.

Our primary goal is to find the dynamics of our central qubit system. To do that, we first
obtain the total unitary time evolution operator U(t) for the system and its environment
as a whole. We write HSE = S⊗ E, where S is a system operator and E is an environment
operator. Now, the states |n⟩ = |n1⟩ |n2⟩ |n3⟩ ... |nN⟩ are the eigenstates of E with ni = 0
signifying the spin-up along z state while ni = 1 is the spin-down state. We then have

E |n⟩ = en |n⟩ , (3.6)

with en = ∑N
i=1(−1)ni gi. We also have

N

∑
i=1

ε iσ
(i)
z |n⟩ = ϵn |n⟩ , (3.7)

N

∑
i=1

αiσ
(i)
z σ

(i+1)
z |n⟩ = λn |n⟩ , (3.8)

where ϵn = ∑N
i=1(−1)ni ε i and λn = ∑N

i=1 αi(−1)ni(−1)ni+1 are the eigenvalues of the first
and second terms of the environment Hamiltonian respectively.
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3.1.1 Initial state preparation without correlations

We now discuss the preparation of the initial system state. Ignoring the SE correlations,
we can write the SE equilibrium state as a product state, namely

ϱ = ϱS0 ⊗ ϱE. (3.9)

Here ϱS0 = e−βHS0 /ZS0 and ϱE = e−βHE /ZE with the partition functions ZS0 =

TrS
{

e−βHS0
}

and ZE = TrE
{

e−βHE
}

. Note that writing the state in this form is only jus-
tified if we can ignore the SE coupling HSE (or, in other words, we are in the weak
coupling regime) since HSE does not commute with the system Hamiltonian. Now, a re-
latively large value of ε0 and a small value of ∆0, that is, βε0 ≫ 1, will correspond to
the system state being approximately ‘down’ along the z-axis. At time t = 0, we apply
a unitary operator to prepare the desired initial state. For example, if the desired initial
state is ‘spin up’ along the x-axis, then the unitary operator R = ei π

4 σy , realized by the
application of a suitable control pulse, is applied to the system only. During the pulse
operation, we assume that the pulse duration is much smaller than the cutoff frequency
of the environment ωc and the effective Rabi frequency

√
ε2 + ∆2. Once the pulse has

been applied, the total SE initial state is

ϱR
tot = ϱR

S0 ⊗ ϱE, (3.10)

with ϱR
S0 = e−βHR

S0 /ZS0 and HR
S0 = RHS0R†. Once we have prepared our system’s initial

state, we can change the system Hamiltonian parameters as needed. For example, we
can change the energy bias to ε so that the contribution of the tunneling term ( ∆

2 σx)
becomes more significant. Once again, we assume that this change occurs in a very short
time duration. We now write the initial system state as (the superscript ‘woc’ stands for
‘without correlations’ since we are ignoring the SE interaction when preparing the initial
system state)

ϱwoc
S0 =

1
ZS0

1 cosh
(

β∆̃0

)
−

sinh
(

β∆̃0

)
∆̃0

HR
S0

 ,

with ∆̃0 = 1
2

√
ε2

0 + ∆2
0. It is convenient to find the Bloch vector components using pwoc

i =

TrS
{

σiϱ
wc
S0

}
(with i = x, y, z) and cast them into the column vector

pwoc
x

pwoc
y

pwoc
z

 =
sinh

(
β∆̃0

)
ZS0∆̃0


ε0

0

−∆0

 . (3.11)
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3.1.2 Initial state preparation with correlations

We now consider the initial SE state that includes the effect of the initial SE correlations.
We imagine that the spin system has been interacting with its surrounding environment
for very a long time before coming to a joint thermal equilibrium state with the environ-
ment; the SE state is then the standard canonical Gibbs state ϱth = e−βH/Ztot. In general,
we can not write this state as a product state since the SE interaction does not commute
with the system Hamiltonian. However, it is quite clear that if the SE coupling is weak,
this state would approximate the product state given in Eq. (3.9). Now, at time t = 0, as
before, we apply a suitable pulse to prepare the initial system state. Consequently, the
correlated SE state becomes (the superscript ‘wc’ stands for ‘with correlations’)

ϱwc
tot =

1
Ztot

e−β(HR
S0+HE+HR

SE), (3.12)

where Ztot = TrSE

{
e−β(HR

S0+HE+HR
SE)
}

is the combined partition function for the system
and the environment as a whole. Looking at Equations (3.7) and (3.8), we can write
e−βHE |n⟩ = kn |n⟩ with kn = e−β( ϵn

2 +λn). Also

(
HR

S0 + HR
SE

)
|n⟩ =

(
εn

0
2

σz −
∆0

2
σx

)
|n⟩ ≡ HS0,n |n⟩ ,

where HS0,n is a ‘shifted’ system Hamiltonian due to the SE interaction with the new
parameter ε0,n = en + ε0. Following the same steps as in the previous section, we can
eventually write 

pwc
x

pwc
y

pwc
z

 = ∑
n

kn sinh
(

β∆̃n
0

)
Ztot∆̃n

0


εn

0

0

−∆0

 , (3.13)

where we now have ∆̃n
0 = 1

2

√
(εn

0)
2 + ∆2

0.

3.1.3 System dynamics without initial correlations

To find the dynamics, we construct the total time-evolution unitary operator. For this
purpose, we insert the completeness relation over the environment states |n⟩ over all the
possible environment spin orientations. This gives us

U(t) = ∑
n

e−i ϵn
2 te−iλnte−iHS,nt |n⟩ ⟨n| ,

=
2N−1

∑
n=0

Un(t) |n⟩ ⟨n| , (3.14)
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where HS,n is similar to HS0,n, the only difference being that the latter contains the energy
bias ε0,n and the former εn = en + ε. Now, we can write

Un(t) = e−i ϵn
2 te−iλnt

1 cos
(

∆̃nt
)
−

i sin
(

∆̃nt
)

∆̃n
HS,n

 , (3.15)

which is the effective unitary operator that only acts in the system’s Hilbert space, with
∆̃n =

√
ε2 + ∆2. The reduced density matrix for the system at time t can then be obtained

via ϱwoc
S (t) = TrE

{
U(t)ϱR

totU†(t)
}

. Upon taking U(t) from (3.14), and the simple product
state ϱR

tot from (3.10), we obtain, after some algebra (see Appendix § 3.4 for details)

ϱR
S (t) =

1
ZE

2N−1

∑
n=0

knUn(t)ϱwoc
S0 U†

n(t). (3.16)

Here ZE = ∑n kn which is sensible because every environment spin configuration |n⟩
occurs with probability kn/ZE. Un(t) generates dynamics for each configuration, meaning
that, to obtain the total reduced density matrix for the system, we need to take into
account all the possible environment spin configurations.

It is useful to find the Bloch vector components for the time-evolved density matrix.
We can determine the Bloch vector p(t) at time t via pwoc(t) = 1

ZE
Mwoc(t)pwoc. Written

out explicitly, this is
pwoc

x (t)

pwoc
y (t)

pwoc
z (t)

 =
1

ZE


Mwoc

11 Mwoc
12 Mwoc

13

Mwoc
21 Mwoc

22 Mwoc
23

Mwoc
31 Mwoc

32 Mwoc
33




pwoc
x

pwoc
y

pwoc
z

 , (3.17)
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Figure 3.1: Dynamics of px(t) for relatively weak SE coupling without initial correlations
(dashed, blue line) and with initial correlations (solid, red line). We work in di-
mensionless units throughout and we have set ∆0 = 1. Other SE parameters are
gi = 0.01, ε0 = 4, ε = 2, εi = 1, β = 1, κ = 0 and N = 50.

with

Mwoc
11 (t) = ∑

n

kn

4∆̃2
n

[
∆2 + ε2

n cos
(

2∆̃nt
)]

,

Mwoc
12 (t) = −∑

n

knεn

2∆̃n
sin
(

2∆̃nt
)

,

Mwoc
13 (t) = ∑

n

kn∆εn

2∆̃2
n

sin2(∆̃nt),

Mwoc
21 (t) = ∑

n

knεn

2∆̃n
sin
(

2∆̃nt
)

,

Mwoc
22 (t) = ∑

n
kn cos

(
2∆̃nt

)
,

Mwoc
23 (t) = −∑

n

kn∆
2∆̃n

sin
(

2∆̃nt
)

,

Mwoc
31 (t) = ∑

n

kn∆εn

2∆̃2
n

sin2(∆̃nt),

Mwoc
32 (t) = ∑

n

kn∆
2∆̃n

sin
(

2∆̃nt
)

,

Mwoc
33 (t) = ∑

n

kn

4∆̃2
n

[
ε2

n + ∆2 cos
(

2∆̃nt
)]

. (3.18)

To find these matrix elements, we need to compute sums over all possible 2N environment
configurations. We emphasize that this solution is exact which means that it is also valid
even for large coupling strengths gi. Furthermore, it is understood that, in general, both
the diagonal and the off-diagonal entries of the system density matrix evolve with time.
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Figure 3.2: Same as Fig. 3.1, but now gi = 0.05.
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Figure 3.3: Same as Fig. 3.1, but now gi = 0.1.

3.1.4 Dynamics with the correlated initial state

We now study the dynamics while incorporating the initial SE correlations. We take
the initial state given in Eq. (3.12), let it evolve under the unitary operator given in Eq.
(3.14), thereby taking a trace over the environment to obtain the following reduced system
density matrix

ϱwc
S (t) =

1
Ztot

∑
n

AnknUn(t)ϱwc
S U†

n(t), (3.19)
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Figure 3.4: Same as Fig. 3.2, but now β = 0.1.

where now Ztot = ∑n Ankn with An = Tr

{
e
−β

(
εn
0
2 σz+

∆0
2 σx

)}
= 2 cosh

(
β∆̃n

0

)
. The Bloch

vector p(t) at time t is now given by pwc(t) = 1
Ztot

Mwc(t)pwc, with

Mwc
11 (t) = ∑

n

Ankn

4∆̃2
n

[
∆2 + ε2

n cos
(

2∆̃nt
)]

,

Mwc
12 (t) = −∑

n

Anknεn

2∆̃n
sin
(

2∆̃nt
)

,

Mwc
13 (t) = ∑

n

Ankn∆εn

2∆̃2
n

sin2(∆̃nt),

Mwc
21 (t) = ∑

n

Anknεn

2∆̃n
sin
(

2∆̃nt
)

,

Mwc
22 (t) = ∑

n
Ankn cos

(
2∆̃nt

)
,

Mwc
23 (t) = −∑

n

Ankn∆
2∆̃n

sin
(

2∆̃nt
)

,

Mwc
31 (t) = ∑

n

Ankn∆εn

2∆̃2
n

sin2(∆̃nt),

Mwc
32 (t) = ∑

n

Ankn∆
2∆̃n

sin
(

2∆̃nt
)

,

Mwc
33 (t) = ∑

n

Ankn

4∆̃2
n

[
ε2

n + ∆2 cos
(

2∆̃nt
)]

. (3.20)

Note that, once again, this is a non-perturbative solution. Comparing the time evolu-
tion of the system with the two different initial states, it is clear that the difference in the
dynamics is due to the factor An which encapsulates the effects of initial correlations be-
fore the state preparation. If these correlations are included, every possible environment
configuration occurs with the probability Ankn/Ztot instead of kn/ZE, thus leading to a
possibly marked difference in the evolution of the Bloch vector components. To examine
this difference in more detail, let us note that as long as the SE coupling strength is weak,
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we expect negligible evolution differences between the dynamics of the correlated and
uncorrelated initial state. As we increase the coupling strength, the effect of the initial
correlations should look more prominent. These forecasts are presented in Figs. 3.1 and
3.2, where we have shown the evolution of pwc

x (t) and pwoc
x (t) (the x-components of the

Bloch vector) starting from the correlated initial state and the simply the product state
respectively. Two points should be noted. First, the correlation effect is more pronounced
in Fig. 3.2 (coupling strength g = 0.05) as compared to Fig. 3.1 where coupling strength is
g = 0.01. Second, as expected, with a stronger SE coupling, the oscillations in the Bloch
vector dynamics die off more quickly. As the coupling strength is increased, the effect of
the initial correlations becomes even more pronounced (see Fig. 3.3).

We can also investigate the effect of temperature. At higher temperatures, the total SE
thermal equilibrium state (before applying the pulse) is almost a mixed state. Hence, at
higher temperatures, there will be little difference as both initial states are effectively the
same. We illustrate this in Figs. 3.4 and 3.5. There are two points to be made regarding
Fig. 3.4. First, at higher temperatures, the condition βε0 ≫ 1 is not fulfilled. Therefore,
the system Bloch vector, before the pulse operation, is not approximately along the neg-
ative z-axis. Consequently, the evolution of the Bloch vector component px(t) does not
start from px ≈ 1. Second, the correlation effect seen in Fig. 3.2 disappears at higher tem-
peratures although the coupling strength is still g = 0.05 in Fig. 3.4. The dynamics with
the two different initial states at even lower temperatures is illustrated in Fig. 3.5 where
β = 10. For the simple product initial state, since βε0 ≫ 1, the initial system state just
after the pulse is applied is approximately px = 1. If we instead consider the joint SE
thermal equilibrium state, the interaction Hamiltonian term HSE dominates; this leads to
the system state being approximately ‘up’ along the z-axis before the application of the
pulse and ‘down’ along the x-axis after the pulse operation.

We should also note that with a larger spin environment, the effect of the initial cor-
relations is more pronounced. This is illustrated in Fig. 3.6; one can compare Fig. 3.6,
where N = 250, with Fig. 3.1 (N = 50) to see the effect of the increased number of en-
vironmental spins. We can also investigate how the tunneling amplitude of the central
spin system affects the system dynamics. As shown in Fig. 3.7, where we have increased
the tunneling amplitude to ∆0 = 10, with coupling g = 0.05, the dynamical difference
is still evident. With the same tunneling amplitude, if the SE coupling strength is made
even stronger, there is an even more significant difference [see Fig. 3.8]. The difference in
the dynamics persists with different values of the energy bias of the environment as well
[see Fig. 3.9]. Finally, let us consider the scenario where the environment spins are also
interacting with each other. Once again, in general, we do see that the initial correlations
play a significant role [see Fig. 3.10].

3.2 extension to two-qubit system

We now consider the case of two qubits interacting with the common spin environment.
Again, our goal is to investigate the difference in dynamics for correlated and uncorrel-
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Figure 3.5: Same as Fig. 3.1, but now g = 1 and β = 10.
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Figure 3.6: Same as Fig. 3.1, but now N = 250.

ated initial states. This could possibly reveal aspects of dynamics that may be absent in
the single qubit case. An example is entanglement sudden death (ESD [88–90], where the
entanglement between the two qubits vanishes in a very short time.

The total Hamiltonian is now

Htot =

H(1)
S0 + H(2)

S0 + H12 + H(1)
SE + H(2)

SE + HE t ≤ 0,

H(1)
S + H(2)

S + H12 + H(1)
SE + H(2)

SE + HE t > 0,
(3.21)
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Figure 3.7: Same as Fig. 3.1, but now ∆0 = 10 and g = 0.05.
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Figure 3.8: Same as Fig. 3.7, but now g = 1.

with

H(i)
S0 =

ε
(i)
0
2

σ
(i)
z +

∆(i)
0
2

σ
(i)
x , (3.22)

H(i)
S =

ε(i)

2
σ
(i)
z +

∆(i)
0
2

σ
(i)
x , (3.23)

H12 = κσ
(1)
z σ

(2)
z , (3.24)

H(1)
SE =

1
2

σ
(1)
z ⊗

N

∑
i=1

giσ
(i)
z , (3.25)

H(2)
SE =

1
2

σ
(2)
z ⊗

N

∑
i=1

giσ
(i)
z , (3.26)

HE =
N

∑
i=1

ε i

2
σ
(i)
z +

N

∑
i=1

αiσ
(i)
z σ

(i+1)
z , (3.27)
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Figure 3.9: Same as Fig. 3.1, but now β = 10, g = 1 and εi = 0.01.
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Figure 3.10: Plot of px(t) as a function of time t for relatively strong coupling strength with
initial correlations (solid, red line) and without initial correlations (dashed, blue
line) and . Here we have also included the interactions between the environmental
spins α = 0.1. The other parameters are ∆0 = 1, gi = 0.5, ε0 = 5, ε = 2, εi = 1,
β = 1, and N = 10.

with i = 1, 2. Here the qubits are labeled as 1 and 2 with ε
(1)
0 and ε

(2)
0 the energy bias

terms and ∆(1)
0 and ∆(2)

0 the tunneling amplitudes of the central qubit 1 and qubit 2
respectively. Both qubits are coupled with each other by H12. We aim to look at the
dynamics of entanglement between the two-qubit system, starting from correlated and
uncorrelated initial states. To begin, let us comment on the initial state preparation. We
prepare our initial state such that, starting from the thermal equilibrium state, the two
qubits become entangled with each other. Note that with ε

(i)
0 ≫ ∆(i)

0 , our system initial
state is (approximately) both spins ‘down’ along the z-axis. We now apply the unitary
operator (at t = 0)

CZ = ei π
4

(
σ
(1)
x +σ

(2)
x −σx⊗σx

)
,
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Figure 3.11: Plot of concurrence between the central spins as a function of time t for relatively
weak coupling strength gi = 0.05 without initial correlations (dashed, blue line)
and with initial correlations (solid, red line). We have also assumed that spins are
not interacting with each other, that is, we have κ = 0. We have taken environment
energy level spacing εi = 1, and the other SE parameters are ε

(i)
0 = 5, ε(i) = 2,

∆(i)
0 = 1, β = 1 and N = 50.
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Figure 3.12: Same as Fig. 3.11, but now β = 3 and gi = 0.5.

only on the system of two qubits to generate entanglement between them. We then have
the two different initial states

ϱwoc
entangled =

1
Zwoc

CZe−β
(

H(1)
S0 +H(2)

S0 +H12+HE

)
CZ†,

ϱwc
entangled =

1
Zwc

CZe−β
(

H(1)
S0 +H(2)

S0 +H12+H(1)
SE +H(2)

SE +HE

)
CZ†.

Here Zwoc and Zwc are the partition functions for the corresponding states.
For simplicity, we first consider κ = 0 (the direct qubit-qubit interaction is zero) and

analytically calculate the reduced density matrices, starting from these two different ini-
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Figure 3.13: Same as Fig. 3.11, but now κ = 0.5.

tial states. To do so, we need to find the time evolution operator. The calculation is very
similar to the single qubit case; therefore, we simply summarize the results. For the simple
product initial state, we obtain

ϱwoc
S (t) =

1
Zwoc

∑
n

knU(1)
n (t)U(2)

n (t)ϱwoc
S U(2)†

n (t)U(1)†
n (t), (3.28)

where

U(i)
n (t) = e−i ϵn

4 te−i λn
2 t

1 cos
(

∆̃(i)
n t
)
−

i sin
(

∆̃(i)
n t
)

∆̃(i)
n

H(i)
S,n

 , (3.29)

with ∆̃(i)
n = (1/2)

√
(ε

(i)
n )2 + (∆(i))2, H(i)

S,n = ε
(i)
n
2 σ

(i)
z −

∆(i)
0
2 σ

(i)
x , ε

(i)
n = en + ε(i), and Zwoc =

∑n kn. On the other hand, with the correlated initial state, we get

ϱwc
S (t) = TrE

{
U(t)ϱwc

entangledU†(t)
}

,

ϱwc
S (t) =

1
Zwc

∑
n

AnknU(1)
n (t)U(2)

n (t)ϱwc
S U(1)†

n (t)U(2)†
n (t), (3.30)

where Zwc = ∑n Ankn with An = Tr
{

e−β
(

H(1)
S0,n+H(2)

S0,n

)}
appearing due to the effect of

initial correlations. Note that H(i)
S0,n is the same as H(i)

S,n except the change of energy bias

(ε(i)0,n belongs to H(i)
S0,n and ε

(i)
n belongs to H(i)

S,n). Using our worked-out dynamics, we can
look at the impact of the initial correlations on the entanglement dynamics. To quantify
entanglement, we use the concurrence C(t). The concurrence of a two-qubit state ϱ(t)
is defined as C(t) = max

(
0,
√

λ1 −
√

λ2 −
√

λ3 −
√

λ4
)
, where the λi (with i = 1, 2, 3, 4)

denote the eigenvalues in decreasing order of ϱ(t)
(

σ
(1)
y ⊗ σ

(2)
y

)
ϱ∗(t)

(
σ
(1)
y ⊗ σ

(2)
y

)
. The
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concurrence is one for a maximally entangled state and zero for unentangled, separable
states. We first see what examine the weak coupling regime. Fig. 3.11 shows that even at
weak SE coupling strength, we have considerable differences in the dynamics, and this
difference is even more apparent at lower temperatures (see Fig. 3.12); in fact, the initial
correlations can even be seen to significantly enhance the entanglement.

For completeness, let us note that we can further investigate the dynamics by including
the effect of the qubit-qubit interaction as well. That is, κ is non-zero now. Following a
similar formalism, the time evolution operator is now found to be

U(t) =
2N−1

∑
n=0

U(12)
n (t) |n⟩ ⟨n| , (3.31)

with U(12)
n (t) = e−i ϵn

2 te−iλnte−i(H(1)
S,n+H(2)

S,n+H12)t. This operator helps us to write our final
system state for both the correlated and uncorrelated cases as

ϱwoc
S (t) =

1
ZE

2N−1

∑
n=0

knU(12)
n (t)ϱwoc

S0 U(12)†
n (t), (3.32)

ϱwc
S (t) =

1
Ztot

2N−1

∑
n=0

kn AnU(12)
n (t)ϱwc

S0 U(12)
n

†
(t). (3.33)

The key difference is that now An = Tr
{

e−β
(

H(1)
S0,n+H(2)

S0,n+H12

)}
. We illustrate the entangle-

ment dynamics with κ = 0.5 in Fig. 3.13. Once again, the effect of the initial correlations
is quite apparent.

3.3 summary

In this chapter, we have explored the dynamics of a central spin system that is interacting
with a spin environment, taking into account the SE correlations. In this particular model,
both the diagonal and off-diagonal entries of the system’s density matrix evolve. We
found that the effects of the initial SE correlations generally cause a minimal difference in
the regime of weak SE coupling and high temperatures. However, this difference becomes
more appreciable when the SE coupling becomes stronger, the temperature is low, and
the environment is really large. We also showed that kept at much lower temperatures,
wherein the discrepancy due to state preparation vanished even with stronger coupling.
A similar trend occurred when we considered inter-spin interaction. Next, we extended
our study to two spins interacting with a common environment of spins, thereby showing
that entanglement dynamics are also influenced by the initial correlations. Such results
are promising, as they provide insights into the influence of initial correlations with spin
environments.
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3.4 dynamics for uncorrelated case

ϱwoc
S (t) = TrE

{
U(t)ϱR

totU
†(t)

}
,

= TrE

{
∑
l,m
|l⟩ ⟨l|Ul(t)

(
ϱR

S0 ⊗
e−βHE

ZE

)
|m⟩ ⟨m|U†

m(t)

}
,

=
1

ZE
∑
l,m

TrE

{
|l⟩ ⟨l|Ul(t)ϱR

S0e−β( ϵm
2 +λm)U†

m(t) |m⟩ ⟨m|
}

,

=
1

ZE
∑
l,m

km ∑
n

δn,l ⟨l|Ul(t)ϱR
S0U†

m(t) |m⟩ δm,n,

=
1

ZE
kn ∑

n
⟨n|Un(t)ϱR

S0U†
n(t) |n⟩ ,

=
1

ZE
∑
n

knUn(t)ϱR
S0U†

n(t).
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4
I N C L U D I N G T H E E F F E C T O F I N I T I A L
C O R R E L AT I O N S I N T H E N O N - M A R K O V I A N
M A S T E R E Q U AT I O N

In this chapter, we present a general master equation, correct to second-order in the
system-environment (SE) coupling strength, that takes into account the initial SE correl-
ations. We assume that the system and its environment are in a joint thermal equilibrium
state, and thereafter, a unitary operation is performed to prepare the desired initial sys-
tem state, with the system Hamiltonian possibly changing thereafter as well. We show
that the effect of the initial correlations shows up in the second-order master equation as
an additional term, similar in form to the usual second-order term describing relaxation
and decoherence in quantum systems. We apply this master equation to a generalization
of the paradigmatic Spin-Boson (SB) model, namely, a collection of two-level systems
interacting with a common environment of harmonic oscillators, as well as a collection of
two-level systems interacting with a common spin environment. We demonstrate that, in
general, the initial SE correlations need to be accounted for in order to accurately obtain
the system dynamics.

Our problem is to derive such a master equation that is valid for weak SE coupling,
and describes these system dynamics. We first write the total SE Hamiltonian as

Htot =

HS0 + HE + αHSE t ≤ 0,

HS + HE + αHSE t > 0.
(4.1)

Here HS is the system Hamiltonian corresponding to the coherent evolution of the system
only after the initial time t = 0 at which the system state is prepared. HS0 is similar to HS

in the sense that both operators live in the same Hilbert space, but they may have different
parameters. HE is the environment Hamiltonian, and HSE the interaction Hamiltonian
that describes the SE coupling. α is simply a dimensionless parameter introduced to
keep track of the perturbation order; later on, we will set α = 1.

We organize this chapter as follows. In the first section § 4.1, we derive a correlated
initial state. In section § 4.2, we derive our general time-local second-order master equa-
tion. Section § 4.3 discusses the application of this master equation to the large SB model,
while section § 4.4 applies the master equation to the spin-spin model. We then present a
summary in section § 4.5. The Appendices § 4.6, § 4.7, § 4.8 and § 4.9 consists of some tech-
nical details regarding the initial system state preparation, the usual relaxation term in

37
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the master equation, the exactly solvable pure dephasing limit of the large SB model, the
generalization of the master equation to a time-dependent system Hamiltonian, and the
derivation of environment correlations functions respectively. Let us now briefly discuss
the initial state preparation.

4.1 the initial state

We first discuss the initial SE state. We let our system to come to a joint equilibrium
state with the environment. What we mean by this is that the system’s equilibrium state
is not simply proportional to e−βHS0 - there are corrections as a consequence of finite SE
coupling strength [91]. We instead consider our system and the environment together in
the Gibbs state proportional to e−βHtot with Htot = HS0 + HE + αHSE; the system’s reduced
density matrix can be obtained by simply tracing out the environment degrees of freedom.
A unitary operator R is then applied to the system only. Consequently, the initial SE state
becomes

ϱtot(0) =
Re−βHtot R†

Ztot
, (4.2)

with Ztot = TrS,E
{

e−βHtot
}

the total partition function whereas TrS,E symbolizes the trace
over the system and the environment. Now, assuming the interaction strength to be weak,
we expand the initial SE state to second-order in the SE coupling strength perturbatively.
In fact, we use the Kubo identity to expand the joint state given by Eq. (4.2). The Kubo
identity tells us that for any two arbitrary operators A and B, we have

eβ(A+B) = eβA
[

1 +
∫ β

0
e−λABeλ(A+B)dλ

]
. (4.3)

By setting A = −(HS0 + HE) and B = −αHSE, and using the Kubo identity twice, we
obtain the required second-order expansion, given below

e−β(HS0+HE+αHSE) = e−β(HS0+HE) − αe−β(HS0+HE)
∫ β

0
eλ(HS0+HE)HSEe−λ(HS0+HE)dλ

+ α2e−β(HS0+HE)
∫ β

0
dλeλ(HS0+HE)HSEe−λ(HS0+HE)

∫ λ

0
eλ′(HS0+HE)HSEe−λ′(HS0+HE)dλ′. (4.4)

We now write the system environment coupling HSE as S ⊗ E, where S and E are the
system and the environment operators living in their respective Hilbert spaces. The ex-
tension to the more general case where HSE = ∑α Sα ⊗ Eα is straightforward. Eq. (4.4) can
then be simplified as

e−β(HS0+HE+αHSE) = e−β(HS0+HE) − αe−β(HS0+HE)
∫ β

0
S(λ)⊗ E(λ)dλ + α2e−β(HS0+HE)

×
∫ β

0
dλS(λ)⊗ E(λ)

∫ λ

0
S(λ′)⊗ E(λ′)dλ′, (4.5)
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where S (λ) = eλHS0 Se−λHS0 and E (λ) = eλHE Ee−λHE . We now use this in Eq. (4.2) in the
main text and thereafter take the trace over the environment to find the initial system
state correct to second-order in the interaction strength. This is important because our
aim is to obtain a master equation valid up to second-order in the coupling strength. For
consistency, the initial system state used to solve this master equation should also be
exact up to second-order in the interaction strength. For ease of notation, we write the
initial system state as

ϱ(0) = ϱ(0)(0) + ϱ(1)(0) + ϱ(2)(0), (4.6)

where

ϱ(0)(0) =
1

Ztot
TrE

{
R
(

e−β(HS0+HE)
)

R†
}

,

ϱ(1)(0) =
1

Ztot
TrE

{
−αR

(
e−β(HS0+HE)

∫ β

0
S(λ)⊗ E(λ)dλ

)
R†
}

,

ϱ(2)(0) =
1

Ztot
TrE

{
α2R

(
e−β(HS0+HE)

∫ β

0
dλS(λ)⊗ E(λ)

∫ λ

0
S(λ′)⊗ E(λ′)dλ′

)
R†
}

. (4.7)

Let us simplify these relations one by one. ϱ(0)(0) can be simplified as

ϱ(0)(0) =
e−βHR

S0 ZE

Ztot
,

where ZE = TrE
{

e−βHE
}

. As for ϱ(1)(0), we can write

ϱ(1)(0) =
−αZE

∫ β
0 Re−βHS0 S(λ)R†〈E(λ)

〉
Edλ

Ztot
,

where ⟨. . .⟩E = TrE
{

e−βHE(. . .)/ZE
}

. Since ⟨E(λ)⟩E is zero for most SE models, we
simply get that ϱ(1)(0) = 0. Carrying on, ϱ(2)(0) can be simplified as

ϱ(2)(0) =
1

Ztot
α2ZERe−βHS0

∫ β

0

∫ λ

0
S(λ)S(λ′)R†〈E(λ)E(λ′)

〉
Edλ′dλ.

To proceed further, we evaluate the partition function Ztot that ensures that the trace of
the system state ϱ(0) in Eq. (4.6) is one. It is then clear that

Ztot = ZETrS

{
e−βHS0

}
+ α2ZETrS

{
Re−βHS0

∫ β

0

∫ λ

0
S(λ)S(λ′)R†〈E(λ)E(λ′)

〉
Edλ′dλ

}
.

Putting these results together, we have finally

ϱ(0) =
e−βHR

S0

ZS0Z′

[
1+

∫ β

0

∫ λ

0
SR(λ)SR(λ′)

〈
E(λ)E(λ′)

〉
Edλ′dλ

]
, (4.8)
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where SR(λ) = RS(λ)R†, and Z′ = 1 +
∫ β

0

∫ λ
0 ⟨S(λ)S(λ

′)⟩S⟨E(λ)E(λ′)⟩Edλ′dλ, HR
S0 =

RHS0R† and ZS0 = TrS
{

e−βHS0
}

. With this initial system state in hand, we concentrate on
deriving the second-order master equation.

4.2 derivation of master equation

We now derive a master equation that details the system dynamics. The total SE Hamilto-
nian is

Htot = HS + HE + αHSE ≡ H0 + αHSE.

Note that the system Hamiltonian HS can be different from the previous system Hamilto-
nian HS0. In fact, HS can even be a time-dependent Hamiltonian without changing the
subsequent derivation. Using perturbation theory, the unitary time evolution operator
with such a Hamiltonian can be expressed as

U(t) ≈ U0 (t)
[

1− α
∫ t

0
U†

0 (s)HSEU0(s) ds
]

, (4.9)

where U0(t) ≡ US(t) ⊗ UE(t) is known as the ‘free’ unitary time evolution operator
corresponding to H0. H0 is the ‘free’ Hamiltonian representing the uncoupled system
and its environment. The matrix elements of the system density matrix can be obtained
via ϱmn (t) = TrS {|n⟩ ⟨m| ϱ (t)}, where |m⟩ and |n⟩ are some basis states of the system.
Since ϱ(t) = TrE {ϱtot(t)}, we can alternatively write

ϱmn(t) = TrS,E

{
XH

nm (t) ϱtot(0)
}

,

where XH
nm(t) = U†(t)(|n⟩ ⟨m| ⊗ 1E)U(t). Our master equation can then be put in the

general form

ϱ̇mn(t) = TrS,E

{
ϱtot(0)

d
dt

XH
nm(t)

}
. (4.10)

To make further progress, we note that XH
nm(t) is an operator written in the Heisenberg

picture. Now using the Heisenberg equation of motion along with Eq. (4.9), it can be
shown that

ẊH
nm(t) = i

[
HH

0 (t), XH
nm(t)

]
+ iα

[
H̃SE(t), X̃nm(t)

]
+ α2

∫ t

0
ds
[[

H̃SE(t), X̃nm(t)
]

, H̃SE(s)
]

,

(4.11)

where the ‘tildes’ denote time evolution generated by the free unitary operator U0 (t)
while the superscript ‘H’ stands for time evolution under the full-time evolution operator.
Using Eq. (4.11) and given the total initial state ϱtot(0) in Eq. (4.2), we can derive the
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master equation by simplifying Eq. (4.10). The result due to the first term in Eq. (4.11) is
very straightforward. We simply have that

TrS,E

{
ϱtot(0)i

[
HH

0 (t), XH
nm(t)

]}
= iTrS,E {ϱtot(t) [HS + HE, (|n⟩ ⟨m| ⊗ 1E)]} ,

= iTrS {ϱ(t) [HS, |n⟩ ⟨m|]} ,

= i ⟨m| [ϱ(t), HS] |n⟩ . (4.12)

This term simply tells us about free system evolution corresponding to HS. To calculate
the next term in our master equation, that is

iαTrS,E {ϱtot(0) [HSE(t), Xnm(t)]} ,

we now expand the initial SE state perturbatively. It is useful to write ϱtot(0) = ϱ
(0)
tot + ϱ

(1)
tot ,

where [see Eq. (4.4) in the section § 4.1]

ϱ
(0)
tot (0) =

Re−β(HS0+HE)R†

Ztot
= ϱR

S0 ⊗ ϱE, (4.13)

ϱ
(1)
tot (0) =

−αRe−β(HS0+HE)QSE(β)R†

Ztot
. (4.14)

Here ϱR
S0 = e−βHR

S0 /ZS0, ϱE = e−βHE /ZE, the partition function Ztot = ZS0ZE, and
QSE(β) =

∫ β
0 dλS(λ)⊗ E(λ) with S(λ) = eλHS0 Se−λHS0 and E(λ) = eλHE Ee−λHE . We do

not need the higher order terms since there is already a factor of α in iα [HSE(t), Xnm(t)].
Now, the contribution of ϱ

(0)
tot is

iαTrS,E

{
ϱ
(0)
tot (0)

[
U†

0 (t)HSEU0(t), U†
0 (t)XnmU0(t)

]}
,

= iαTrS,E

{
ϱR

S0 ⊗ ϱEU†
0 (t) [S⊗ E, |n⟩ ⟨m| ⊗ 1E]U0(t)

}
,

= iαTrS

{
ϱR

S0U†
S(t) [S, Ynm]US(t)

}
× ⟨E(it)⟩E.

Since ⟨E(it)⟩E is usually zero for most SE models, this contribution turns out to be zero.
The most interesting contribution is due to ϱ

(1)
tot (0). Using this along with the second term

in Eq. (4.11), we get

iαTrS,E

{
ϱ
(1)
tot (0)

[
U†

0 (t)HSEU0(t), U†
0 (t)XnmU0(t)

]}
,

=
−iα2

ZS0

∫ β

0
TrS,E

{
ϱERe−βHS0 S(λ)R† ⊗ E(λ)U†

S(t) [S, |n⟩ ⟨m|]US(t)U†
E(t)EUE(t)

}
dλ,

=
−iα2

ZS0

∫ β

0
TrS

{
Re−βHS0 S(λ)R†U†

S(t) [S, |n⟩ ⟨m|]US(t)
}

TrE {ϱEE(λ)E(it)} dλ,

=
−iα2

ZS0

∫ β

0
⟨m|

[
US(t)Re−βHS0 S(λ)R†U†

S(t), S
]
|n⟩ Ecorr(λ, t) dλ, (4.15)
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here Ecorr(λ, t) = TrE

{
ϱEE(λ)E(it)

}
. This is the additional term that appears in the mas-

ter equation as a consequence of the initial correlations. In basis-independent form, we
can write this term as

−i
[
ϱ̃(t)JR

corr(β, t), S
]

, (4.16)

where we have defined ϱ̃(t) = US(t)ϱR
S0U†

S(t) and

JR
corr(β, t) =

∫ β

0

←−
S R(λ, t)Ecorr(λ, t)dλ, (4.17)

←−
S R(λ, t) = US(t)ReλHS0 Se−λHS0 R†U†

S(t). (4.18)

We are allowed to replace ϱ̃(t) by ϱ(t) because the corrections would be of order
higher than second-order in the interaction strength. However, it can be checked that
−i
[
ϱ(t)JR

corr(β, t), S
]

is not guaranteed to be Hermitian. To proceed, we first write

−i
[
ϱ̃(t)JR

corr(β, t), S
]
= − i

2

([
ϱ̃(t)JR

corr(β, t), S
]
−H. c.

)
, (4.19)

where H. c. denotes hermitian conjugate. This is permitted because −i
[
ϱ̃(t)JR

corr(β, t), S
]

is Hermitian, so
[
ϱ̃(t)JR

corr(β, t), S
]

is anti-Hermitian. We now replace ϱ̃(t) by ϱ(t). Con-
sequently, the term in the master equation that incorporates the effect of initial correla-
tions is − i

2

([
ϱ(t)JR

corr(β, t), S
]
−H. c.

)
, and this is manifestly Hermitian.

We next simplify third term in Eq. (4.11). It is clear that now only ϱ
(0)
tot (0) contributes.

Similar manipulations to those performed above lead to (see the Appendix § 4.6 for
details) α2

∫ t
0 ⟨m|

(
[S̄(t, s)ϱ̃(t), S]Cts + H. c.

)
|n⟩ ds, where the environment correlation

function is Cts = ⟨E(it)E(is)⟩E, S̄(t, s) = U†
S(t, s)SUS(t, s). We can further replace ϱ̃(t) by

ϱ(t) to get

α2
∫ t

0
⟨m|

(
[S̄(t, s)ϱ(t), S]Cts + H. c.

)
|n⟩ ds.

Once again, this is permitted due to the same reason mentioned earlier. We now put
all the terms together to arrive at the general basis-independent structure of the master
equation

ϱ̇(t) = i [ϱ(t), HS]−
i
2

([
ϱ(t)JR

corr(β, t), S
]
−H. c.

)
+
∫ t

0
([S̄(t, s)ϱ(t), S]Cts + H. c.) ds.

(4.20)

Let us note that we have assumed implicitly that the timescale on which the unitary oper-
ator R is implemented as well as the time taken to change the system Hamiltonian from
HS0 to HS are much smaller than the other timescales such as the environment correlation
time, the relaxation time, and the free system evolution timescale. We also emphasize that
the same master equation applies if the system Hamiltonian is time-dependent with the
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caveat that finding the free system time-evolution operator US(t) will then be, in general,
highly non-trivial. In fact, we use such a time-dependent Hamiltonian in Appendix § 4.7
to examine more carefully what happens when the system Hamiltonian parameters are
not changed instantaneously.

4.3 application to the spin-boson model

In this section, we apply our derived master equation to a variant of SB model [37] with
numerous two-level systems interacting with their environment of harmonic oscillators
[18, 19, 92]. Recall that the total SE Hamiltonian is Htot = HS0 + HE + HSE for t < 0, while
Htot = HS + HE + HSE for t ≥ 0. Within the large SB model, we take the following set of
Hamiltonians

HS0 = ε0 Jz + ∆0 Jx, (4.21)

HS = εJz + ∆Jx, (4.22)

HE = ∑
k

ωkb†
k bk, (4.23)

HSE = Jz ∑
k

(
g∗k bk + gkb†

k
)
, (4.24)

where Jx,y,y are the collective spin angular momentum operators. J2 = J2
x + J2

y + J2
z , ε

is the energy bias, ∆ is the tunneling amplitude, HE is the environment Hamiltonian.
For convenience, we have ignored the zero-point energy. HSE represents the interaction
between the common harmonic oscillator environment and the spin system. Note that
the system operator S = Jz, and the environment operator E = ∑k

(
g∗k bk + gkb†

k

)
. One

imagines that the large-spin system has been interacting with the environment for a long
time with a relatively large value of ε0 and a small value of ∆0. In such a situation with
βε0 ≫ 1, realized, for example, by applying a suitably large static magnetic field, the
system state will be approximately corresponding to the state with all spins down in the
z-direction. At the time t = 0, we then apply a unitary operator to prepare the needful
initial state. For example, if the desired initial state is one with all spins in the x-direction,
then the unitary operator that should be applied is R = eiπ Jy/2. In other words, a π

2 -
pulse is applied to prepare the initial state, with the assumption that this pulse takes a
very short time to be applied. In particular, we assume that the pulse duration is smaller
than the inverse of the effective Rabi frequency ∆̃ =

√
ε2 + ∆2 as well as the inverse of

the environment cutoff frequency. With the initial state approximately prepared, we can
then change the parameters of the system Hamiltonian to whatever values we desire to
generate any required system evolution - in our example, this entails changing the energy
bias from ε0 to ε so that the effect of the tunneling term ∆Jx becomes more evident. Again,
we assume that this change takes place over a very short time interval; this approximation
is further critically examined in the Appendix § 4.7. Let us then look at how the initial
correlations appear in the system evolution using our general master equation.
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Our first objective is to calculate the operator JR
corr. To do so, we first find [see Eq. (4.18)]

←−
S R(λ, t) = US(t)

[
R
(

eλHS0 Se−λHS0
)

R†
]

U†
S(t),

= Jx
[
axdx + aycx − azbx

]
+ Jy

[
axdy + aycy − azby

]
+ Jz

[
axdz + aycz − azbz

]
,

with

ax =
ε0∆0

∆′2
{

1− cosh
(
λ∆′

)}
,

ay =
−i∆0

∆′
sinh

(
λ∆′

)
,

az =
ε2

0 + ∆2
0 cosh (λ∆′)

∆′2
,

bx =
∆2 + ε2 cos

(
∆̃t
)

∆̃2
,

by =
ε

∆̃
sin
(

∆̃t
)

,

bz =
ε∆
∆̃2

{
1− cos

(
∆̃t
)}

,

cx = − ε

∆̃
sin
(

∆̃t
)

,

cy = cos
(

∆̃t
)

,

cz =
∆
∆̃

sin
(

∆̃t
)

,

dx =
ε∆
∆̃2

{
1− cos

(
∆̃t
)}

,

dy = −∆
∆̃

sin
(

∆̃t
)

,

dz = 1 +
∆2

∆̃2

{
cos

(
∆̃t
)
− 1
}

.

Here ∆′2 = ε2
0 + ∆2

0 and ∆̃2 = ε2 + ∆2. In short

←−
S R(λ, t) = α1(λ, t)Jx + α2(λ, t)Jy + α3(λ, t)Jz, (4.25)

where

α1(λ, t) = axdx + aycx − azbx,

α2(λ, t) = axdy + aycy − azby,

α3(λ, t) = axdz + aycz − azbz.

It then follows that [see Eq. (4.17)]

JR
corr(β, t) = P(β, t)Jx + Q(β, t)Jy + R(β, t)Jz, (4.26)
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Figure 4.1: Behavior of jx = 2⟨Jx⟩/N as a function of
t for N = 1 using the exact solution with (blue circled dot) and without (purple

squares) initial correlations, as well as using the master equation with (solid, black
line) and without (dashed, red line) initial correlations in an Ohmic environment.

We have used ε = ε0 = 4, G = 0.05, β = 1 and ωc = 5. Here and in all other figures,
the plotted variables are all in dimensionless units.
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Figure 4.2: Same as Fig. 4.1, but now N = 4.

with

P(β, t) =
∫ β

0
α1(λ, t)Ecorr(λ, t) dλ,

Q(β, t) =
∫ β

0
α2(λ, t)Ecorr(λ, t) dλ,

R(β, t) =
∫ β

0
α3(λ, t)Ecorr(λ, t) dλ.
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Figure 4.3: Same as Fig. 4.1, but now N = 10.
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Figure 4.4: Behavior of jx as a fuction of t for N = 2 with (black, solid) and without (dashed,
red) including the effect of initial correlations. Here energy biases are ε0 = 4,
ε = 2.5 and tunneling is ∆ = ∆0 = 0.5, while other parameters are same as Fig.
4.1.

We now calculate environment correlation term Ecorr(λ, t). First

E(λ) = ∑
k

(
g∗k e−λωk bk + gkeλωk b†

k

)
. (4.27)

Since Ecorr(λ, t) = Tr {ϱEE(λ)E(it)}, we find (see Appendix § 4.8 for details)

Ecorr(λ, t) = ∑
k
|gk|2

{
e−ωk(λ−it) + 2nk cosh (λωk − iωkt)

}
, (4.28)

We imagine the environment harmonic oscillators are dense in frequency, allowing us
to compute the sum over the environment modes via ∑k |gk|2(. . .) →

∫ ∞
0 dω J(ω)(. . .).

Here J(ω) is the standard spectral density function. We generally use an Ohmic spectral
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Figure 4.5: Same as Fig. 4.4, but now N = 4.
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Figure 4.6: Same as Fig. 4.4, but now N = 10.

density written as J(ω) = Gωe−ω/ωc . The integrals are performed numerically to find
Jcorr(β, t), and the results are incorporated in the numerical simulations of the master
equation. We first examine the pure dephasing case where ∆ = ∆0 = 0, since this case can
be solved exactly and serves as a useful benchmark (details of the exact solution are given
in the section § 2.3, chapter 2). We illustrate our results in Fig. 4.1 for N = 1 by plotting
jx = 2⟨Jx⟩/N. Two points should be noted. First, the role played by initial correlations is
very small. Second, our master equation reproduces the exact results very well. Since the
role of the initial correlations is expected to increase with increasing N, we next look at
N = 4 and N = 10. Results are shown in Figs. 4.2 and 4.3. It is evident that as N increases,
the initial correlations play a larger and larger role. This is a manifestation of the fact that
the environment harmonic oscillators can be understood to be displaced as a consequence
of the SE interaction [see the displaced harmonic oscillator modes Eqs. (2.54), (2.55)], and
as N increases, the environment harmonic oscillator modes are displaced more. Moreover,
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the extra term in the master equation is able to take into account the effect of the initial
correlations very well.

Having shown that our master equation is able to reproduce results for the pure deph-
asing model, we are now in a position to go beyond the pure dephasing model and see
the effects of the initial correlations. In Fig. 4.4, we have shown the dynamics of jx with
a non-zero value of the tunneling amplitude for N = 2. It is clear that the initial correla-
tions do have a small influence on the dynamics. This effect becomes more pronounced
as we increase N (see Figs. 4.5 and 4.6), which signifies that the environment harmonic
oscillators are more influenced by the system as N increases. We have also looked at how
the role played by the initial correlations changes as the temperature changes. To this
end, we compare Fig. 4.6, where the inverse temperature is β = 1, with Fig. 4.7 where
β = 0.5 and Fig. 4.8 where β = 1.5. At higher temperatures, the effect of the initial
correlations decreases, while at lower temperatures, the effect of the initial correlations
increases. Mathematically, this can be seen in Eq. (4.26), where P(β, t), Q(β, t), and R(β, t)
become negligible as the temperature increases. This illustrates that our master equation
produces sensible results since we do expect the role of the initial correlations to decrease
as the temperature increases.
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Figure 4.7: Behavior of jx as a function of
t for N = 10 with (black, solid) and without (dashed, red) including the effect of

initial correlations. The parameters used are same as Fig. 4.6, except that β = 0.5.

Let us now demonstrate that the effect of the initial correlations is not evident in the
dynamics of jx alone. We illustrate in Fig. 4.9 the dynamics of j(2)x = 4

〈
J2
x
〉

/N2, which
is not merely the sum of single-particle operators. Such an observable is relevant in the
research on spin squeezing. It is clear from the figure that the effect of the initial cor-
relations may also need to be accounted for when studying the dynamics of quantities
beyond single-particle observables. Finally, in order to illustrate that we can equally well
deal with other kinds of environments, we also demonstrate the effect of the initial correl-
ations with a sub-Ohmic environment, that is, J(ω) = Gωsω1−s

c e−ω/ωc with s < 1. Since
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Figure 4.8: Same as Figs. 4.6 and 4.7, but now β = 1.5.
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Figure 4.9: Behavior of j(2)x as a function of t for N = 10 with (black, solid) and without
(dashed, red) including the effect of initial correlations. The other parameters are
same as in Fig. 4.4.

sub-Ohmic environments have longer correlation times, we expect that the effect of the
initial correlations will be greater as well. This is indeed the case, as can be seen by com-
paring Figures 4.10 and 4.11 with Figs. 4.5 and Figs. 4.6 where an Ohmic environment
had been used.
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Figure 4.10: Behavior of jx as a function of t for N = 4 with (black, solid) and without (dashed,
red) including the effect of initial correlations. Here we have used a sub-Ohmic
environment with s = 0.5. We also have ε0 = 4, ε = 2.5 and ∆ = ∆0 = 0.5, while
other parameters are same as in Fig. 4.1.
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Figure 4.11: Same as Fig. 4.10, but now N = 10.

4.4 application to the spin-spin model

Now consider a collection of identical two-level systems interacting with an environment
consisting of two-level systems [93–97]. We have

HS0 = ε0 Jz + ∆0 Jx,

HS = εJz + ∆Jx,

HE = ∑
k

ωk

2
σ
(k)
x ,

HSE = Jz ⊗∑
k

gkσ
(k)
z .
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where σ
(k)
z and σ

(k)
x are the z and x components of Pauli spin operators of the kth envir-

onment spin respectively, ωk symbolizes the tunneling matrix element for the kth envir-
onment spin, and gk quantifies the interaction strength. The different environment leads
to a different correlation function Cts as well as a different factor JR

corr(β, t) that incorpor-
ates the effect of the initial correlations. The calculation of the environment correlation
function is sketched out in Appendix § 4.9. A similar calculation leads to
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Figure 4.12: Behavior of jx as a function of t for N = 4 with (black, solid) and without (dashed,
red) including the effect of initial correlations. The parameter we have used here
are ε0 = 4, ε = 2.5, ∆ = ∆0 = 0.5, G = 0.05, β = 1 and ωc = 5.

Ecorr(λ, t) = ∑
k
|gk|2

{
tanh

(
βωk

2

)
e−ωk(λ−it) + 2nk sinh (λωk − iωkt)

}
, (4.29)

here the time-dependent coefficients α1(λ, t), α2(λ, t), and α3(λ, t) remain same as before,
this allows us to quantify the role of the initial correlations. Results are shown in Figs. 4.12
and 4.13. Once again, the role of the initial correlations is relatively small for a smaller
value of N. However, as N increases, it is clear that we need to encompass the role of the
initial correlations to obtain an accurate picture of the system dynamics even in the spin
environment.

4.5 summary

In this chapter, we have shown that if we start from the joint thermal equilibrium state
of a quantum system and its environment and then apply a unitary operation to the sys-
tem to prepare the system quantum state, the initial correlations that exist in the joint
thermal equilibrium state influence the subsequent dynamics of the system. We have de-
rived a time-local master equation, correct to second-order in the SE coupling strength,
that takes into account the effect of these correlations, showing therefore that one need
not necessarily be in the strong SE coupling regime to observe the effects of the initial
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Figure 4.13: Same as Fig. 4.12, but now N = 10.

correlations. The structure of this master equation is very interesting, as the form of the
term that takes into account the initial correlations is the same as the relaxation and de-
phasing term. In this sense, one can say that the initial correlations affect the decoherence
and dephasing rates, a fact that was already pointed out in studies of the role of initial
correlations in pure dephasing models [24]. Finally, we actually applied our master equa-
tion to the large SB model as well as to a collection of two-level systems interacting with
a spin environment to quantitatively investigate the role of the initial correlations. We
found that when the number of spins is small, then the initial correlations do not play
a significant role. However, for a larger number of spins, the initial correlations must be
accounted for in order to explain the dynamics accurately.



A P P E N D I C E S

4.6 the relaxation/dephasing term in the master equation

We look at the contribution coming from the third term in Eq. (4.11). We need to consider
only ϱ

(0)
tot (0) since we are restricted to consider up to second-order terms in the master

equation. Therefore

α2TrS,E

{
ϱ
(0)
tot (0)

∫ t

0

[[
H̃SE(t), X̃nm(t)

]
, H̃SE(s)

]
ds
}

,

= α2TrS,E

{
ϱR

S0 ⊗ ϱE

∫ t

0

[[
H̃SE(t), X̃nm(t)

]
, H̃SE(s)

]
ds
}

,

= α2TrS,E

{
ϱR

S0 ⊗ ϱE

( ∫ t

0
H̃SE(t)X̃nm(t)H̃SE(s)ds−

∫ t

0
H̃SE(s)H̃SE(t)X̃nm(t)ds,

−
∫ t

0
X̃nm(t)H̃SE(t)H̃SE(s)ds +

∫ t

0
H̃SE(s)X̃nm(t)H̃SE(t)ds

)}
. (4.30)

The first term is

α2TrS,E

{
ϱR

S0 ⊗ ϱE

∫ t

0
H̃SE(t)X̃nm(t)H̃SE(s)ds

}
,

= α2
∫ t

0
TrS,E

{
ϱR

S0 ⊗ ϱEU†
0 (t)HSEU0(t)U†

0 (t)XnmU0(t)U†
0 (s)HSEU0(s)

}
ds,

= α2
∫ t

0
TrS

{
ϱR

S0U†
S(t)SYnmUS(t, s)FUS(s)

}
TrE {ϱEE(t)E(s)} ds,

= α2
∫ t

0
⟨m| S̄(t, s)ϱ̃(t)S |n⟩Ctsds.

In a similar fashion, we can simplify the other terms of the master equation. Putting
them all back together, and shifting to the basis-independent representation, we obtain
the third term in Eq. (4.20).

4.7 master equation with time-dependent system hamiltonian

In section § 4.3, we applied the master equation [see Eq. (4.20)] to the large spin-boson
model with the system Hamiltonian parameters changed suddenly. In particular, for the
numerical results presented, the tunneling amplitude was not changed, that is, ∆0 = ∆,
while the energy level-splitting was changed from ε0 to ε instantaneously at t = 0. We
examine in this appendix what happens if we do not change the energy level spacing
instantaneously. In particular, we consider that for t ≥ 0, the system Hamiltonian is
HS(t) = ϵ(t)

2 Jz + ∆Jx, where ϵ(t) = (ε0 − ε) e−t/tε + ε. tε is a measure of how quickly

53
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Figure 4.14: Behavior of jx as a function of t for N = 2, including the effect of the initial
correlations, with the time-dependent system Hamiltonian. The solid, black curve
is with tε → 0, for the dashed red curve tε = 0.1, while tε = 1 for the dot-dashed
magenta curve. Parameters being ε0 = 4, ε = 2, ∆ = ∆0 = 1, G = 0.05, β = 1 and
ωc = 5.

we change the energy level-spacing with a smaller value of tε indicating a quicker trans-
ition from ε0 to ε. This time-dependent Hamiltonian can be used in the master equation
Eq. (4.20), with the system unitary time-evolution operator calculated numerically via
the split-operator method, thereby also entailing numerical evaluation of the operator
JR
corr(β, t) as well as the third term in the master equation. Plots for different values of

tε are shown in Fig. 4.14. As expected, for small values of tε, the results with the time-
dependent Hamiltonian agree very closely with our previous results where we assumed
that the system Hamiltonian is changed instantaneously. Such agreement is expected
when tε is smaller than the environment correlation time (which is related to the inverse
of the cutoff frequency) as well as the timescale set by the system Hamiltonian (which is
on the order of 1/

√
ε2 + ∆2).

4.8 environment correlation function with harmonic oscillator en-
vironment

To calculate Ecorr(λ, t) = TrE{ϱEE(λ)E(it)} =
〈

E(λ)E(it)
〉

E for the harmonic oscillator
environment, we first note that

E(λ) = ∑
k

(
g∗k e−λωk bk + gkeλωk b†

k

)
.

Using this relation, we find that

Ecorr(λ, t) = ∑
k,k′

〈
g∗k gk′e−λωk eiωk′ t

(
1+ b†

k b′k
)
+ gkg∗k′e

λωk e−iωk′ tb†
k b′k
〉

E
,

= ∑
k
|gk|2

{
e−ωk(λ−it) +

(
e−ωk(λ−it) + eωk(λ−it)

)
nk

}
,
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finally

Ecorr(λ, t) = ∑
k
|gk|2

{
e−ωk(λ−it) + 2nk cosh (λωk − iωkt)

}
,

with nk given by

nk =
1
2

{
coth

(
βωk

2

)
− 1
}

.

4.9 environment correlation function with spin environment

Consider the system-environment Hamiltonian given in section § 4.4. We evaluate

Ecorr(τ) = TrE {ϱEE(iτ)E} .

Here E(iτ) = eiHEτEe−iHEτ is the collective environment operator E = ∑k gkσ
(k)
z but writ-

ten in the interaction picture. The exponential eiHEτ factors into single-spin terms, leading
to

eiHEτ ≡ ei ∑k H(k)
E τ = ∏

k
eiH(k)

E τ,

thus environment self-correlation function becomes

E(τ) = ∑
kj

gkgjTrE

{
ϱEeiH(k)

E τσ
(k)
z e−iH(k)

E τσ
(j)
z

}
.

Since the environmental spins are uncorrelated, this can be simplified to [94]

E(τ) = ∑
k
|gk|2TrE

{
ϱEσ

(k)
z (τ)σ

(k)
z

}
,

where σ
(k)
z (τ) = eiH(k)

E τσ
(k)
z e−iH(k)

E τ and H(k)
E = ωk

2 σ
(k)
x . This simplifies to a product of traces

over the individual environment spins, that is

E(τ) = ∑
k

|gk|2
Zk

TrEk

{
e−βH(k)

E σ
(k)
z (τ)σ

(k)
z

}
, (4.31)

where, Zk = TrEk

{
e−βH(k)

E

}
. These traces are most easily evaluated by working in the

eigenbasis of σ
(k)
x . We find that

e−βH(k)
E σ

(k)
z (τ)σ

(k)
z = e−βωk/2+iωkτ |+⟩k ⟨+|k + eβωk/2−iωkτ |−⟩k ⟨−|k ,
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where |+⟩k and |−⟩k are the eigenstates of σ
(k)
x , and Zk = TrEk

{
e−βH(k)

E

}
= eβωk/2 +

e−βωk/2. Using these, we obtain the environment correlation function

Ecorr(τ) = ∑
k
|gk|2

{
cos (ωkτ)− itanh

(ωk

2T

)
sin (ωkτ)

}
.



5
E S T I M AT I N G T H E E N V I R O N M E N T PA R A M E T E R S

Our central goal in this chapter is to improve the precision of estimating the paramet-
ers of a harmonic oscillator environment by using two two-level systems (or qubits) as a
quantum probe. The two qubits coupled to the common environment, with the environ-
ment imprinting itself upon the dynamics of the two qubits. Within the pure dephasing
model, we are able to explore the dynamics of the two qubits exactly, with and without
invoking the effect of initial correlations. Next, by taking a partial trace, we determine
the time evolution of the state of only one of these qubits. The environment shows up in
the density matrix of this single qubit in various factors. First, there is a factor describing
decoherence. This factor is the same as that of simply using a single qubit as a probe
to estimate the environment parameters. The novelty of our scheme is the emergence, in
the single qubit density matrix, of the factor taking into account the indirect interaction
between the two qubits due to their interaction with the common environment. Moreover,
if we take the initial correlations into account, then the initial correlations, which also con-
tain information about the environment parameters, also show up in the dynamics of the
single qubit.

Our primary purpose in this chapter, then, is to simply show that the environment
parameters can be estimated in general far more precisely with our scheme rather than
simply using a single qubit as the probe. We do this by showing that the quantum Fisher
information (QFI) with our scheme is in general far greater than that obtained with just
a single qubit interacting with the environment. We start by working out the dynamics
of the two qubits interacting with the common harmonic oscillator environment exactly.
We then find the density matrix for the single qubit exactly. Using this state, the QFI
is calculated as a function of time. The maximum value of this QFI is then found for
different values of the environment parameters, with the most emphasis given to the
cutoff frequency. Finally, we quantify the measurements needed to be performed in order
to obtain the QFI .

This chapter is ordered as follows. In section § 5.1, we show a explicit derivation of
reduced dynamics for both correlated and uncorrelated cases. In the next section § 5.2,
we obtain the formula for the QFI and present results for the estimation of the envir-
onment’s cutoff frequency ωc, System-Environment (SE) interaction strength G, and the
environment’s temperature T respectively. Section § 5.3, we derive the formula for Clas-
sical Fisher Information (CFI) so that our findings can be compared with practically
performed measurements. In the last section § 5.4 we summarize our work.
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5.1 the model

We consider two qubits interacting with a common harmonic oscillator environment.
Rather than treating the two qubits collectively as we did in the section § 2.3, Chapter
2, here we will find it useful to label the two qubits 1 and 2, since we intend to later take
the partial trace over one of the two qubits. The dynamics of our two-qubit system can
be expressed by the following time-independent Hamiltonian

H = HS + HE + HSE,

where

HS =
ω0

2

(
σ
(1)
z + σ

(2)
z

)
, (5.1)

HE = ∑
r

ωrb†
r br, (5.2)

HSE =
(

σ
(1)
z + σ

(2)
z

)
∑

r

(
g∗r br + grb†

r

)
. (5.3)

Here, ω0 is the energy bias, HE is the environment Hamiltonian (we have ignored the
zero point energy for convenience), while HSE corresponds to SE interactions. This is
very similar to the collective spin model that we solved in the section § 2.3, Chapter 2,
and thus we proceed in a similar manner. We transform the interaction Hamiltonian into
the interaction picture by using the unitary operator U0(t) = e−i(HE+HS)t, that is

HSE(t) = U†
0 (t)HSEU0(t),

=
(

σ
(1)
z + σ

(2)
z

)
∑

r

(
g∗r bre−iωrt + grb†

r eiωrt
)

.

The use of Magnus expansion leads us to the total unitary time evolution operator being
(see Chapter 2 for the analogous calculation)

U(t) = exp

{
−i

(
ω0

2

(
σ
(1)
z + σ

(2)
z

)
+ ∑

r
ωrb†

r br

)
t

}

× exp

{
1
2

(
σ
(1)
z + σ

(2)
z

)
∑

r

[
αr (t) b†

r − α∗r (t) br

]
− i

2

(
1+ σ

(1)
z σ

(2)
z

)
∆ (t)

}
, (5.4)

with αr (t) =
2gr(1−eiωr t)

ωr
, and ∆ (t) = ∑r

4|gr |2
ω2

r
[sin(ωrt)−ωrt]. The reduced density oper-

ator of the two-qubit system can be obtained via ϱS(t) = TrE
{

U(t)ϱ(0)U†(t)
}

. It is useful
to express our reduced density operator in matrix form using the eigenbasis of σ

(1)
z and

σ
(2)
z , that is, |u, v⟩, where σ

(1)
z |u, v⟩ = u |u, v⟩ and σ

(2)
z |u, v⟩ = v |u, v⟩. The two-qubit

density matrix is then

[ϱS (t)]u′,v′;u,v = e−i ω0
2 (u′+v′−u−v)te−i ∆(t)

2 (u′v′−uv)TrS,E

{
ϱ (0) e−Ruv,u′v′ (t)Puv,u′v′

}
, (5.5)
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where Puv,u′v′ ≡ |u, v⟩ ⟨u′, v′|, and

Ruv,u′v′ (t) = ∑
r

[
α̃r (t) b†

r − α̃∗r (t) br

]
, (5.6)

α̃r (t) =
1
2
(
u + v− u′ − v′

)
αr (t) . (5.7)

5.1.1 Factorized Initial State

To make further progress, we now assume that the total state is a product state. In other
words, denoting the initial state of the two qubits as ϱS(0) and the total state as ϱ(0), we
have

ϱ (0) = ϱS (0)⊗ ϱE, (5.8)

where ϱE = e−βHE
ZE

with ZE = TrE
{

e−βHE
}

. From Eq. (5.5), we then have

[ϱS (t)]u′,v′;u,v = [ϱS (0)]u′,v′;u,v TrE

{
ϱEe−Ruv,u′v′ (t)

}
e−

iω0
2 (u′+v′−u−v)te−

i∆(t)
2 (u′v′−uv). (5.9)

We simplify TrE

{
ϱEe−Ruv,u′v′ (t)

}
in the same way as done in Chapter 2. Since the modes

of the harmonic oscillator are independent of each other, by using the Bloch identity1, we
can write 〈

e−Ruv,u′v′ (t)
〉
= ∏

r
exp

{
−1

2
|α̃r (t)|2 ⟨2nr + 1⟩

}
, (5.10)

where we have defined nr =
〈
b†

r br
〉
. Since the environment is in thermal equilibrium, nr

is simply the Bose-Einstein distribution, i.e., nr =
1

eβωr−1 = 1
2

{
coth

(
βωr

2

)
− 1
}

, therefore

TrE

{
ϱEe−Ruv,u′v′ (t)

}
= exp

{
−1

4
(
u + v− u′ − v′

)2 Γ (t)
}

,

with

Γ (t) =∑
r

4|gr|2

ω2
r

[1− cos (ωrt)] coth
(

βωr

2

)
. (5.11)

The final state can be therefore be written as

[ϱS (t)]u′,v′;u,v = [ϱS (0)]u′,v′;u,v e−i ω0
2 (u′+v′−u−v)te−i ∆(t)

2 (u′v′−uv)e−
1
4 (u+v−u′−v′)2Γ(t). (5.12)

Note that Γ(t) describes decoherence, while ∆(t) describes the indirect interaction
between the qubits due to the interaction with the common environment. We take the
initial state to be ‘pointing up’ along the x-axis, that is, ϱS (0) = |+,+⟩ ⟨+,+| , where

1 If C is a linear combination of the harmonic oscillator raising and lowering operators, then
〈
eC〉 = e⟨C

2⟩/2
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σx |+⟩ = |+⟩. Then, the density matrix representing the state of the first qubit (by taking
a partial trace over the second qubit) is

ϱS1 (t) =
1
2

 1 e−iω0t−Γ(t) cos [∆ (t)]

eiω0t−Γ(t) cos [∆ (t)] 1

 .

Now as the spectral density function J(ω) effectively converts a sum over the environ-
ment modes. This function usually assumed to be of the form J (ω) = G ωs

ωs−1
c

F(ω, ωc),
where F(ω, ωc) is a cutoff function containing the cutoff frequency ωc [37]. Also, G is
the coupling strength, and s is the Ohmicity parameter with s < 1, s = 1 and s > 1
representing sub-Ohmic, Ohmic, and super-Ohmic spectral densities respectively. Here,
we will only be considering an exponential cutoff function of the form e−ω/ωc . To sum
up, the state of the first qubit, which will be our probe, is (without incorporating initial
correlations)

ϱun
S1 (t) =

1
2

 1 e−iω0t−Γun(t) cos [∆ (t)]

eiω0t−Γun(t) cos [∆ (t)] 1

 , (5.13)

with

Γun (t) =
∫ ∞

0
J(ω) {1− cos (ωt)} coth

(
βω

2

)
dω,

∆ (t) =
∫ ∞

0

J(ω)

ω2 {sin (ωt)−ωt} dω.

It is useful to split Γun(t) into temperature-dependent and temperature-independent
parts, that is, Γun(t) = Γvac(t) + Γth(t) [37]. At zero temperature, Γth(t) = 0. On the
other hand

Γvac(t) =


G
2 ln

(
1 + ω2

c t2) s = 1,

GΓ̄[s− 1]− 1
2

(
GΓ̄[s−1]

(1+iωct)s−1 +
GΓ̄[s−1]

(1+iωct)s−1

)
s ̸= 1,

where Γ̄ is the usual gamma function defined as Γ̄ =
∫ ∞

0 tz−1e−tdt.

5.1.2 Correlated Initial State

We now consider preparing the initial state of the two qubits in the initial state |ψ⟩ =
|+,+⟩ via a projective measurement. Following the treatment in the section § 2.3.2,
Chapter 2, the initial state is then

ϱ (0) = |ψ⟩ ⟨ψ| ⊗ ⟨ψ| e
−βH |ψ⟩
Z

, (5.14)
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where Z = TrS,E
{

e−βH} is total partition function. Inserting the completeness relation

∑p,q |p, q⟩ ⟨p, q| such that σ
(1)
z |p, q⟩ = p |p, q⟩ and σ

(2)
z |p, q⟩ = q |p, q⟩, and using the dis-

placed harmonic oscillator modes (see section § 2.3.2, Chapter 2) Br,p,q = br +
(p+q)gr

ωr
, it is

straightforward to prove

Z = ∑
p,q

e−
βω0

2 (p+q)eβ ∑r(p+q)2 |gr |2
ωr ZE. (5.15)

After some algebraic manipulations in the spirit of what has already been done in Chapter
2, we arrive at the final expression of ϱS (t), namely

[ϱS(t)]u′,v′;u,v = [ϱS (0)]u′,v′;u,v e−i ω0
2 (u′+v′−u−v)te−i ∆(t)

2 (u′v′−uv)e−
1
4 (u+v−u′−v′)2Γ(t)X (t) ,

where

[ϱS(0)]u′,v′;u,v = ⟨ψ|u, v⟩
〈
u′, v′

∣∣ψ〉 ,

X (t) =
∑p,q e−

βω0
2 (p+q)|⟨pq|ψ⟩|2eβ(p+q)2 C

4 e−i(p+q)Φ̃u′ ,v′ ;u,v(t)

∑p,q e−
βω0

2 (p+q)|⟨pq|ψ⟩|2eβ(p+q)2 C
4

, (5.16)

C = ∑r
4|gr |2

ωr
and Φ̃u′,v′;u,v (t) = 1

2 (u + v− u′ − v′) ϕ (t) with

ϕ (t) =
∫ ∞

0
G

ωs

ωs−1
c

e−
ω
ωc

sin (ωt)
ω2 dω. (5.17)

From this state, we get the state describing the dynamics of the first spin system by taking
a partial trace over the second spin system, as we did in the uncorrelated case. We write
the final result as

ϱcorr
S1 (t) =

1
2

 1 e−iξ(t)−Γ(t) cos [∆ (t)]

eiξ(t)−Γ(t) cos [∆ (t)] 1

 , (5.18)

where ξ (t) = ω0t + χ (t), and ω0 is the natural frequency of probe. Again, Γ (t) in-
corporates the decoherence effect of the environment, while ∆(t) captures the indirect
interaction. Moreover, as result of the initial correlations, the effect of the environment is
also encoded in χ (t). In particular,

Γ (t) = Γun (t) + Γcorr (t) ,

Γcorr (t) = ln

[
1 + eβC cosh (βω0)√

a2 (t) + b2 (t)

]
, (5.19)

χ (t) = tan−1
[

b (t)
a (t)

]
,
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here we have defined time-dependent coefficients a(t) = 1+ eβC cosh (βω0) cos[2ϕ(t)] and
b(t) = eβC sinh (βω0) sin[2ϕ(t)] with

ϕ(t) =

G tan−1 (ωct) s = 1,

G
2i

(
1

(1−iωct)s−1 − 1
(1+iωct)s−1

)
Γ̄[s− 1] s ̸= 1,

5.2 the quantum fisher information

To quantify the precision with which a general environment parameter x can be estimated,
we use the QFI [41]. It can be shown that the QFI is related to the Cramer-Rao bound
- the greater the QFI , the greater our precision of the estimate. The general expression
for the QFI is given by [41]

FQ (x) =
2

∑
n=1

(∂xϱn)2

ϱn
+ 2 ∑

n ̸=m

(ϱn − ϱm)2

ϱn + ϱm
|⟨εm|∂xεn⟩|2, (5.20)

where |εn⟩ is the nth eigenstate of our probe state and ϱn is the corresponding eigen-
value. For our probe state, which is a 2× 2 matrix, it is straightforward to calculate the
eigenvalues and eigenstates. We find that ϱ1 = 1

2 [1− F (t)] and ϱ2 = 1
2 [1 + F (t)] with

F (t) = cos [∆(t)] e−Γ(t). The corresponding eigenstates are

|ε1 (t)⟩ =
1√
2

{
|0⟩+ eiξ(t) |1⟩

}
,

|ε2 (t)⟩ =
1√
2

{
|0⟩ − eiξ(t) |1⟩

}
,

where |0⟩ and |1⟩ being the eigenstates of σz and following the eigenvalue equation
σz |n⟩ = (−1)n |n⟩. Now,

(∂xϱ1)
2 = (∂xϱ2)

2 =
1
4

e−2Γ (sin ∆∂x∆ + cos ∆∂xΓ)2 .

Calculating also the derivatives of the eigenstates, and substituting in Eq. (5.20), the QFI
comes out to be

FQ (x) =
(∂x∆ sin ∆ + ∂xΓ cos ∆)2

e2Γ − cos2 ∆
+

(∂xχ)2 cos2 ∆
e2Γ . (5.21)

This expression reduces to the expression presented in Ref. [98] for a single qubit case
by setting ∆ = 0 in Eq. (5.21) gives the QFI for the case where we take the initial
correlations into account. If we start with the simple product, then we can obtain the
QFI by setting χ = 0 and replacing Γ by Γun.
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Figure 5.1: The main figure shows the behavior of the optimized QFI for the estimation of
the cutoff frequency as a function of the cutoff frequency. The black, solid curve is
obtained by including the effects of the initial correlations, while the dotted, red
curve ignores these effects. We have taken ω0 = 1 and the rest of the parameters
are G = 0.01, s = 0.5, and the temperature T = 0. The inset shows the optimized
QFI if we simply use a single qubit, both with (solid, blue curve) and without
correlations (dashed, magenta curve). The parameters used are the same as the
main figure.

5.2.1 Estimation of the cutoff frequency of the environment

We now look in detail at the estimation of the cutoff frequency of the environment using
our two-qubit scheme. To use Eq. (5.21), we note that

∂Γ
∂ωc

=


Gωct2

1+ω2
c t2 s = 1,

iGΓ̄[s]t
(

1
2(1+iωct)s − 1

2(1−iωct)s

)
s ̸= 1,

∂∆
∂ωc

=


Gω2

c t3

1+ω2
c t2 s = 1,

GΓ̄[s]t
(

1/2
(1+iωct)s + 1/2

(1−iωct)s − 1
)

s ̸= 1,

∂χ

∂ωc
=


2Gt

1+ω2
c t2 s = 1,

−GΓ̄[s]t
(

1
(1+iωct)s + 1

(1−iωct)s

)
s ̸= 1,

using these in Eq. (5.21), we obtain the QFI for the estimation of the cutoff frequency
as a function of time. We then optimize this QFI over the interaction time to find the
maximum possible QFI . For example, one could plot the QFI as a function of time for
different values of ωc, and thereby note the maximum value of QFI for each value of
ωc. We can then investigate the behavior of this optimal QFI as a function of the cutoff
frequency, as has been shown in Fig. 5.1. The main figure shows the typical behavior
of the QFI for estimating the cutoff frequency for a sub-Ohmic environment using our
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Figure 5.2: Same as Fig. 5.1, except that we now have G = 1.

two-qubit scheme, both with and without considering initial correlations. It is clear that in
this weak coupling strength regime, the effect of the initial correlations is insignificant, as
expected since the black, solid curve overlaps with the red dotted curve. The inset shows
the optimized QFI if we simply use a single qubit interacting with the environment
with the same set of parameters. What is most notable in this figure is the drastic increase
of the QFI with our two-qubit scheme as compared to using a single qubit - it is a three
orders of magnitude increase, which demonstrates in a remarkable manner the advantage
of using our two-qubit scheme. The increase is simply because of the indirect qubit-qubit
interaction (the ∆ term). Interestingly, if we increase the coupling strength G, our two-
qubit scheme improves the QFI , although the increase is not as drastic as the in the case
of weak coupling (see Fig. 5.2) - the increased decoherence leads to the smaller values of
the QFI . We also investigated an Ohmic environment in Fig. 5.3. For strong coupling,
we notice the overlap of red circles (using the simple single qubit probe with correlations
included) and the solid black curve (using our two-qubit scheme with the effect of the
correlations included), thereby indicating that the two schemes perform similarly for
strong coupling with an Ohmic environment. However, the situation drastically changes
for weaker coupling. As one can see from the inset, the QFI with our two-qubit scheme
keeps on increasing as the qubits interact with their environment - the decoherence is
now smaller, and the indirect interaction leads to a buildup of the information gained
about the environment. On the other hand, the QFI obtained using a single qubit probe
is bounded. Similar behavior is seen in super-Ohmic environments (see Fig. 5.4) where
again the inter-qubit interaction (the ∆ term) plays a vital role in the QFI . In fact, now
the buildup of QFI with the two-qubit scheme persists even in the strong coupling
regime.
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Figure 5.3: Comparison of optimized QFI while estimating ωc for single-qubit probe versus
two-qubit probe case in Ohmic environment (s = 1). In the main plot, solid black
(with correlations) and dashed black (without correlations) show the optimized
QFI for the two-qubit case while red circles (with correlations) and dotted red
(without correlations) show the optimized QFI for the single-qubit case. In the
top-left inset, optimized QFI is plotted with (solid blue) and without (magenta
dashed) correlations at G = 0.1 for the single-qubit case while in the top-right
inset, QFI is plotted with (solid black) and without (red dashed) correlations at
G = 0.1 for the two-qubit case. Other parameters are the same as Fig. 5.1.

5.2.2 Estimation of system-environment coupling strength

We now consider estimating the coupling strength G. We again use the expression given
in Eq. (5.21) and optimize it over the interaction time to get optimized QFI . We need
now the derivatives

∂Γ
∂G

=


1
2 ln

(
1 + ω2

c t2) s = 1,

Γ̄[s− 1]−
(

Γ̄[s−1]/2
(1+iωct)s−1 +

Γ̄[s−1]/2
(1+iωct)s−1

)
s ̸= 1,

∂∆
∂G

=

tan−1 (ωct)−ωct s = 1,

Γ̄[s]ωct−
(

iΓ̄[s−1]/2
(1−iωct)s−1 − iΓ̄[s−1]/2

(1+iωct)s−1

)
s ̸= 1,

∂χ

∂G
=

2 tan−1 (ωct) s = 1,

iΓ̄[s− 1]
(

1
(1−iωct)s−1 − 1

(1+iωct)s−1

)
s ̸= 1.

We first compare the optimized QFI for estimating the coupling strength G obtained
using our two-qubit scheme with the QFI obtained using a single-qubit probe for a sub-
Ohmic environment. Results are illustrated in Fig. 5.5, where we have shown the behavior
of the optimized QFI versus the coupling strength G using a single qubit probe both
with and without incorporating the effect of the initial correlations - these are shown with
the dashed, magenta curve and the circular markers respectively. We have also shown the
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Figure 5.4: The top plot shows the optimized QFI for estimating ωc with (solid blue) and
without (dashed magenta) correlations using a single qubit as the probe. The bot-
tom plot shows the QFI with (solid black) and without (dashed red) correlations
within the two-qubit scheme. The inset simply zooms in on the QFI for small
values of time to illustrate the QFI with and without correlations. Here, we are
considering a super-Ohmic (s = 2) environment. Other parameters used are the
same as Fig. 5.1 except that now we have G = 2.

QFI with our two-qubit scheme, both with (solid, black curve) and without (the asterisk
markers) including the initial correlations. At least three points should be noted here.
First, if we ignore the initial correlations, then there is little difference between the two
schemes. Second, the role of the initial correlation is, in general, very important. Third,
with both indirect interactions and the initial correlations accounted for, there is a drastic
increase in the QFI . Following the same color scheme and parameters used in Fig. 5.5,
we demonstrate the optimized QFI in an Ohmic environment s = 1 as well (see Fig. 5.6).
In this environment, while the QFI is lower as compared to the sub-Ohmic environment,
the benefit of using our two-qubit scheme is still evident.

The advantage of our two-qubit scheme becomes even more evident, as before, with
super-Ohmic environments as shown in Fig. 5.4. Once again, the QFI generally keeps
on increasing as we increase the interaction time (see the bottom figure in Fig. 5.7) for
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Figure 5.5: Behavior of optimized QFI versus coupling strength G obtained using a single
qubit probe [magenta with (dashed) and without (circles) initial correlations], and
our two-qubit scheme [black with (solid) and without (asterisks) correlations].
Here we have considered a sub-Ohmic (s = 0.1) environment. Also, ωc = 5, with
the rest of the parameters the same as in Fig. 5.1.
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Figure 5.6: Same as Fig. 5.5, except that now we considering an Ohmic environment (s = 1).

the case of a two-qubit probe. If we compare this with the results obtained using a single
qubit probe with (solid blue curve) or without (magenta dashed curve) initial correlations
(see the top plot), we see that the QFI for the single qubit probe is far smaller.

5.2.3 Estimation of Temperature

Now we consider the estimation of temperature using a single qubit probe, as well as us-
ing our two-qubit scheme, for sub-Ohmic, Ohmic, and super-Ohmic environments. Since
temperature is not zero here, therefore Γcorr (t) and Γth are no longer zero. Γcorr (t) can be
found analytically - its expression is given in Eq. (5.19) - while Γth and its temperature de-
rivative are found numerically. We illustrate our results in Fig. 5.8. The key point to note
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Figure 5.7: Same as Fig. 5.4, but here we are estimating the coupling strength. Also, we are
using ωc = 5.

here is that the higher temperatures mean that the decoherence factor is greatly enhanced.
This enhancement effectively washes out the advantage of using our two-qubit scheme,
so that the QFI with a single-qubit probe and our two-qubit scheme are quantitatively
similar.

5.3 optimal measurement

Until now, we have found that by using our two-qubit scheme, the QFI is substantially
increased. The question remains regarding which measurements need to be performed
in order to obtain this maximum QFI . This can be answered by calculating the CFI for
a particular measurement scheme; if the CFI comes out to be equal to the QFI , then
we have found the optimal measurement to be performed. We guess that the optimal
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Figure 5.8: The QFI for the estimation of temperature. The black curves [with (dashed) and
without (circles) correlations], magenta curves [with (solid) and without (squares)
correlations], and blue curves [with (dotted) and without (solid circles) correla-
tions] denote the optimized QFI with a super-Ohmic (s = 2), Ohmic (s = 1) and
sub-Ohmic (s = 0.5) environment respectively. Here we have ωc = 5 and G = 1.
The inset follows the same parameters and color scheme but for the single qubit
probe.

measurements are projective measurements described by the projection operators P1 =

|Ψ1⟩ ⟨Ψ1| and P2 = |Ψ2⟩ ⟨Ψ2|, with

|Ψ1⟩ =
1√
2

{
|↑⟩z + eiφ |↓⟩z

}
, (5.22)

|Ψ2⟩ =
1√
2

{
|↑⟩z − eiφ |↓⟩z

}
. (5.23)

Here φ is an equatorial angle in the Bloch sphere. The effect of this measurement is
encapsulated by the probability distribution P(k|x) with k = 1, 2 and x is the parameter
we intend to estimate. For the discrete case, the CFI is simply [99]

Fc(x) =
2

∑
k=1

(
∂2

x ln [P(k|x)]
)
P(k|x), (5.24)

where P(k|x) is the conditional probability of getting measurement result k, and ∂2
x de-

notes the double derivative with respect to the parameter x that is to be estimated. Us-
ing the projection operators along with the final state (5.18), we find that (we have set
Θ = χ + ω0t− φ to show a more compact form)

Fc(x) =
[(∂x∆ sin ∆ + ∂xΓ cos ∆) cos Θ− ∂xχ cos ∆ sin Θ]2

e2Γ − cos2 ∆ cos2 Θ
. (5.25)
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Figure 5.9: Plot of QFI (solid curves) versus CFI (asterisk markers). The main plot shows
the estimation of the coupling strength G with ωc = 5. In the insets, we have
plotted the optimized Fisher information (quantum and classical) on the top right,
we are estimating temperature T with coupling strength G = 1. At the bottom left,
we estimate the cutoff frequency ωc with coupling strength G = 0.01.

If we disregard the effect of the initial correlations, then this expression reduces to

Fwoc
c (x) =

(∂x∆ sin ∆ + ∂xΓ cos ∆)2

sec2 (ω0t− φ) e2Γ − cos2 ∆
. (5.26)

We aim to maximize the CFI [Eq. (5.25)] over the angle φ. If this maximized CFI is
equal to the QFI , then we have found the optimal measurement. If the effect of initial
correlations is not included, then it is clear that φ = ω0t is the optimal value. In this case,
the CFI reduces to the QFI , and so we have found the optimal measurement. On the
other hand, if χ ̸= 0, we can show that for

φ = ω0t + χ− tan−1

[
∂xχ cos ∆

(
e2Γ − cos2 ∆

)
e2Γ (∂x∆ sin ∆ + ∂xΓ cos ∆)

]
, (5.27)

the CFI reduces to the QFI . Again, this means that we have managed to find the op-
timal measurement. We further support these claims by plotting both the QFI and CFI
while estimating environment’s cutoff frequency ωc, SE coupling strength G and the en-
vironment’s temperature T [see Fig. 5.9], where the overlap between the CFI and the
QFI shows that we have successfully found the optimal measurements to be performed.

5.4 summary

In this chapter, we have explored the dynamics of a two-qubit system that is interacting
with an environment of harmonic oscillators, with and without including the effect of
initial correlations. In association with these dynamics, we minimize the error in the en-
vironment parameter estimation by maximizing the QFI over the interaction time. By
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comparison with the single-qubit probe results, we demonstrated that it is generally be-
neficial to consider a two-qubit scheme in order to improve the precision of the estimates,
especially for Ohmic and super-Ohmic environments.



6
C O U N T I N G S TAT I S T I C S F O R W O R K

Development in experimental methods has enabled the exploration of the dissipative dy-
namics of mesoscopic as well as quantum systems [68–71]. Unlike for classical systems,
the work statistics are still relatively less established in the quantum regime. Much atten-
tion has been given towards deriving the quantum versions of fluctuation relations for
open quantum systems [72, 74–79]. Sub-Poissonian statistics for photon counts have been
investigated indicating the nonclassical states of an electromagnetic field in quantum op-
tics [80]. Counting statistics of charge and heat transfer have also been scrutinized mainly
in nonequilibrium mesoscopic systems previously [75, 81, 82]. Of particular interest, full
work statistics via the Lindblad master equation approach have been presented, where
the environment is supposed to be Markovian [73]. In this chapter, a generating function
is derived that determines the counting statistics of work and heat exchange. The fluctu-
ations of work done by the driving field are also calculated. However, these findings hold
only in the weak coupling regime. Namely, we formulate a Lindblad master equation
to investigate the counting statistics for work in driven quantum systems. We use the
Spin-Boson (SB) model where a single two-level system is coupled to its environment
composed of harmonic oscillators. We follow a two-point measurement scheme to con-
struct the characteristic function as the Fourier transform of the probability distribution.
Our goal is to study the exchange of energy between the system and the environment in
terms of bosons under the action of the driving field. We also aim to differentiate between
the work and heat statistics, which becomes crucial for small energy exchanges.

6.1 formalism

We consider a driven quantum spin system coupled to the environment of harmonic
oscillators. Our system can exchange its energy in terms of emission and absorption
of bosons as shown in Fig. 6.1. The usual driven spin-boson system-environment (SE)
Hamiltonian is

H =

HS0 + HE t ≤ 0,

HS(t) + HE + HSE t > 0,
(6.1)

72
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Figure 6.1: A driven spin system coupled to the harmonic oscillator environment.

with

HS0 =
ϵ

2
σz, (6.2)

HE = ∑
k

ωkb†
k bk, (6.3)

HSE = σz ⊗∑
k

gk

(
b†

k + bk

)
. (6.4)

It is convenient to define H(0) = HS0 + HE at t = 0 (and before) and H(t) = HS(t) +
HE + HSE later on. With the driving field switched on for t > 0, the system Hamiltonian
is

HS(t) =
ϵ

2
σz + ∆ cos (ωlt)σx, (6.5)

where ϵ is the two-level system energy bias and σz and σx are the usual Pauli spin operat-
ors, gk denotes SE coupling strength, and ∆ and ωl are the amplitude and frequency of
the applied field respectively. Within a two-point measurement scheme, work is defined
as the difference in the measurements of the energy of a closed system at the beginning
and end of a process. Since there is no heat dissipated in a closed quantum system, we
can associate changes in energy with work. As such, we perform two projective measure-
ments of the full SE energy at t = 0 and at some later time t with outcomes h0 and ht

respectively. The probability of getting outcome h0 is

Ph0 = Tr

{
∏
h0

ϱ0

}
, (6.6)

where ∏h0
= |h0⟩ ⟨h0| with H(0) |h0⟩ = h0 |h0⟩, and ϱ0 is the joint SE state at t = 0 . After

performing the first measurement, this state collapses to

ϱ′0 =
∏h0

ϱ0 ∏h0

Z0
, (6.7)
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with Z0 = Tr
{

∏h0
ϱ0
}

. Now we perform another measurement at time t > 0 and obtain
the outcome ht. Note that H(t) |ht⟩ = ht |ht⟩. The corresponding probability distribution
function can be written as

Pht|h0
= Tr

{
∏
ht

U(t, 0)ϱ′0U†(t, 0)

}
. (6.8)

It is useful to define the characteristic function as the Fourier transform of the probability
distribution

Φ(ζ) = ∑
h0,ht

Ph0Pht|h0
eiζ(ht−h0). (6.9)

Using the expressions for Ph0 and Pht|h0
, we put an identity inside trace and using the

cyclic invariance feature of the trace operation, we arrive at

Φ(ζ) = Tr
{

eiζ H(t)
2 U(t, 0)e−iζ H(0)

2 ϱ̄0e−iζ H(0)
2 U†(t, 0)eiζ H(t)

2

}
,

= Tr
{

eiζ H(t)
2 ϱ(ζ, t)eiζ H(t)

2

}
, (6.10)

where ϱ̄0 = ∑h0 ∏h0
ϱ0 ∏h0

, and

ϱ(ζ, t) = U(t, 0)e−iζ H(0)
2 ϱ̄0e−iζ H(0)

2 U†(t, 0). (6.11)

Now we make a transformation with the unitary operator R(t) = eiωlσzt/2. We then get

Φ(ζ) = Tr
{

eiζ HR(t)
2 R(t)ϱ(ζ, t)R†(t)eiζ HR(t)

2

}
, (6.12)

where we have defined HR(t) = R(t)H(t)R†(t). We then simplify HR(t) using the
rotating-wave approximation1. Doing so, we get

HR(t) =
ϵ

2
σz + ∆ cos (ωlt)R(t)σxR†(t) + HE + HSE,

≈ ϵ

2
σz +

∆
2
(σ+ + σ−) + HE + HSE,

= Hrwa
S + HE + HSE,

= Hrwa
0 + HSE ≡ Hrwa, (6.13)

where we have defined the free Hamiltonian Hrwa
0 = Hrwa

S + HE, and the system Hamilto-
nian Hrwa

S = ϵ
2 σz +

∆
2 σx. The corresponding unitary operator is Urwa(t) = e−iHrwat. Using

the cyclic invariance feature of the trace here again, the characteristic function becomes

Φ(ζ) = Tr
{

eiζHrwa
R(t)ϱ(ζ, t)R†(t)

}
. (6.14)

1 The terms oscillating much faster than the system frequency can be ignored.
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We have made an approximation eiζHrwa ≈ eiζHrwa
S eiζHE , that is, we have ignored the inter-

action part in the second measurement. Therefore, we can write

Φ(ζ) = TrS

{
eiζHrwa

S TrE

{
eiζ HE

2 R(t)ϱ(ζ, t)R†(t)eiζ HE
2

}}
,

= TrS

{
eiζHrwa

S TrE

{
ϱR(ζ, t)

}}
, (6.15)

where

ϱR(ζ, t) = eiζ HE
2 R(t)ϱ(ζ, t)R†(t)eiζ HE

2 . (6.16)

6.2 derivation of the lindblad master equation

Now we focus our attention towards deriving the master equation since we need the
density matrix to find the characteristic function. Before proceeding, let us clarify our
notation. Given a Hamiltonian H, we define the transformed Hamiltonian H(±ζ) =

e±iζ HE
2 He∓iζ HE

2 , and a ‘primed’ Hamiltonian follows H′ = H− ωlσz
2 . We then have H

′rwa
S =

ε
2 σz +

∆
2 σx with ε = ϵ − ωl . Now, taking the time derivative of Eq. (6.16), we get the

time-evolution equation

ϱ̇R(ζ, t) = −i
(

H
′rwa(ζ)ϱR(ζ, t)− ϱR(ζ, t)H

′rwa(−ζ)
)

. (6.17)

Now, decomposing H
′rwa(±ζ) into the free and interaction Hamiltonian as H

′rwa(±ζ) =

H
′rwa
0 + HSE(±ζ), we can write

ϱ̇R(ζ, t) = −i
[

H
′rwa
0 , ϱR(ζ, t)

]
− i
(

HSE(ζ)ϱ
R(ζ, t)− ϱR(ζ, t)HSE(−ζ)

)
. (6.18)

It is more advantageous to switch in the interaction picture via the unitary operator
U
′rwa
0 (t) = e−iH

′rwa
0 t. The density matrix written in the interaction picture looks like

ϱ̃R(ζ, t) = U
′†rwa
0 (t)ϱR(ζ, t)U

′rwa
0 (t). Taking its time derivative, we get

˙̃ϱ
R
(ζ, t) = −i

(
H̃SE(ζ, t)ϱ̃R(ζ, t)− ϱ̃R(ζ, t)H̃SE(−ζ, t)

)
, (6.19)

here H̃SE(ζ, t) = U
′†rwa
0 (t)HSE(ζ)U

′rwa
0 (t). Now integrating Eq. (6.19) with respect to time,

and putting the outcome back in the same equation, we get

˙̃ϱ
R
(ζ, t) =− i

(
H̃SE(ζ, t)ϱR(ζ, 0)− ϱR(ζ, 0)H̃SE(−ζ, t)

)
,

−
∫ t

0
dsH̃SE(ζ, t)H̃SE(ζ, s)ϱ̃R(ζ, s) +

∫ t

0
dsH̃SE(ζ, t)ϱ̃R(ζ, s)H̃SE(−ζ, s),

+
∫ t

0
dsH̃SE(ζ, s)ϱ̃R(ζ, s)H̃SE(−ζ, t)−

∫ t

0
dsϱ̃R(ζ, s)H̃SE(−ζ, s)H̃SE(−ζ, t).

(6.20)

We decompose the interaction Hamiltonian into system and environment parts as
HSE(±ζ) = S ⊗ E(±ζ). An equivalent relation holds in the interaction picture as well,
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that is H̃SE(±ζ, t) = S̃(t)⊗ Ẽ(±ζ, t), where S̃(t) = U
′†rwa
S (t)SU

′rwa
S (t), and Ẽ(±ζ, t) =

U†
E(t)e

±iζ HE
2 E e∓iζ HE

2 UE(t), with UE(t) = e−iHEt. Hence, Eq. (6.20) becomes

˙̃ϱ
R
(ζ, t) =− i

(
S̃(t)Ẽ(ζ, t)ϱR(ζ, 0)− ϱR(ζ, 0)S̃(t)Ẽ(−ζ, t)

)
,

−
∫ t

0
ds

[
S̃(t)S̃(s)Ẽ(ζ, t)Ẽ(ζ, s)ϱ̃R(ζ, s)− S̃(t)Ẽ(ζ, t)ϱ̃R(ζ, s)S̃(s)Ẽ(−ζ, s),

− S̃(s)Ẽ(ζ, s)ϱ̃R(ζ, s)S̃(t)Ẽ(−ζ, t) + ϱ̃R(ζ, s)S̃(s)S̃(t)Ẽ(−ζ, s)Ẽ(−ζ, t)

]
. (6.21)

Now we make the approximation ϱ̃R(ζ, t) ≈ ϱ̃R
S (ζ, t)ϱE (ζ). Also, we use the Markov

approximation to replace ϱ̃(ζ, s)→ ϱ̃(ζ, t) and extending the lower limit of integration to
−∞. Taking the trace over the environment, the first term in Eq. (6.21) reduces to zero
since

− iS̃(t)ϱR
S (ζ, 0)TrE

{
Ẽ(ζ, t)ϱE(ζ)

}
+ iϱR

S (ζ, 0)S̃(t)TrE

{
Ẽ(−ζ, t)ϱE(ζ)

}
,

= −iS̃(t)ϱR
S (ζ, 0)⟨Ẽ(ζ, t)⟩ − iϱR

S (ζ, 0)S̃(t)⟨Ẽ(−ζ, t)⟩,
= 0.

The last four terms become

−
∫ t

−∞
dsS̃(t)S̃(s)ϱ̃R

S (ζ, t)TrE

{
Ẽ(ζ, t)Ẽ(ζ, s)ϱE(ζ)

}
,

+
∫ t

−∞
dsS̃(t)ϱ̃R

S (ζ, t)S̃(s)TrE

{
Ẽ(ζ, t)ϱE(ζ)Ẽ(−ζ, s)

}
,

+
∫ t

−∞
dsS̃(s)ϱ̃R

S (ζ, t)S̃(t)TrE

{
Ẽ(ζ, s)ϱE(ζ)Ẽ(−ζ, t)

}
,

−
∫ t

−∞
dsϱ̃R

S (ζ, t)S̃(s)S̃(t)TrE

{
ϱE(ζ)Ẽ(−ζ, s)Ẽ(−ζ, t)

}
.

Now we set s = t− τ which means
∫ t
−∞ ds →

∫ ∞
0 dτ. Using the cyclic invariance feature

of the trace operation, it is straight forward to show that
〈
Ẽ(t)Ẽ(t′)

〉
=
〈
Ẽ(t− t′)E

〉
.

Hence our master equation takes the following form

˙̃ϱ
R
S (ζ, t) =−

∫ ∞

0
dτS̃(t)S̃(t− τ)ϱ̃R

S (ζ, t)
〈
Ẽ(ζ, τ)E(ζ)

〉
E

,

+
∫ ∞

0
dτS̃(t)ϱ̃R

S (ζ, t)S̃(t− τ)
〈
Ẽ(−ζ,−τ)E(ζ)

〉
E

,

+
∫ ∞

0
dτS̃(t− τ)ϱ̃R

S (ζ, t)S̃(t)
〈
Ẽ(−ζ, τ)E(ζ)

〉
E

,

−
∫ ∞

0
dτϱ̃R

S (ζ, t)S̃(t− τ)S̃(t)
〈
Ẽ(−ζ,−τ)E(−ζ)

〉
E

. (6.22)
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In order to write our master equation in the Lindblad form, we need to diagonalize
the interaction Hamiltonian. To do so, we first determine the eigenstates of our system
Hamiltonian

H
′rwa
S =

ε

2
σz +

∆
2

σx. (6.23)

We rotate this Hamiltonian by an angle θ/2 about the y-axis to get

Hr
S = ei θ

2 σy

(
ε

2
σz +

∆
2

σx

)
ei θ

2 σy ,

=

(
ε

2
cos θ +

∆
2

sin θ

)
σz +

(
∆
2

cos θ − ε

2
sin θ

)
σx.

Setting ∆
2 cos θ − ε

2 sin θ = 0 to get θ = arctan
(∆

ε

)
, we find that sin θ = ∆

η and cos θ = ε
η

with η =
√

ε2 + ∆2. Therefore our rotated Hamiltonian becomes

Hr
S =

(
ε2

2η
+

∆2

2η

)
σz,

=
η

2

(
|e⟩ ⟨e| − |g ⟨g|⟩

)
.

Now we switch back to find

H
′rwa
S =

η

2

(
e−i θ

2 σy |e⟩ ⟨e| ei θ
2 σy − e−i θ

2 σy |g ⟨g|⟩ ei θ
2 σy
)

,

=
η

2

(
|+⟩ ⟨+| − |−⟩ ⟨−|

)
.

We thus have H
′rwa
S |±⟩ = ± η

2 |±⟩, where we have defined new set of basis states |±⟩ in
which our Hamiltonian is diagonal, namely

|+⟩ = e−i θ
2 σy |e⟩ = cos

θ

2
|e⟩+ sin

θ

2
|g⟩ , (6.24)

|−⟩ = e−i θ
2 σy |e⟩ = cos

θ

2
|g⟩ − sin

θ

2
|e⟩ . (6.25)

We also have

|g⟩ = cos
θ

2
|−⟩+ sin

θ

2
|+⟩ , (6.26)

|e⟩ = cos
θ

2
|+⟩ − sin

θ

2
|−⟩ . (6.27)

The interaction Hamiltonian written in the interaction picture H̃SE(±ζ, t) can be decom-
posed into the system and the environment part as

H̃SE(±ζ, t) = S̃(t)⊗ Ẽ(±ζ, t),

= σ̃z(t)⊗∑
k

gk

(
b†

k eiζ ωk
2 eiωkt + bke−iζ ωk

2 e−iωkt
)

, (6.28)
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Figure 6.2: Work probability distribution at various times, corresponding to ∆t = 0.1 (red),
∆t = 0.5 (blue), ∆t = 1 (magenta) and ∆t = 5 (green) We have set coupling
strength G = 0.1 and the other parameters are ε = 5, β = 1 and ∆ = 0.01.

where S̃(t) = σ̃z(t) is a system operator written in the interaction picture with respect to
H
′rwa
S . It is convenient to work in the eigenbasis of H

′rwa
S , that is, H

′rwa
S |±⟩ = ±η |±⟩. To

determine σ̃z(t), we first write σz in terms of the eigenbasis of the system Hamiltonian:

σz = |e⟩ ⟨e| − |g⟩ ⟨g| = cos θ
(
|+⟩ ⟨+| − |−⟩ ⟨−|

)
− sin θ

(
|+⟩ ⟨−|+ |−⟩ ⟨+|

)
,

we can thus write σ̃z(t) = eiH
′rwa
S tσze−iH

′rwa
S t as

σ̃z(t) = cos θ
(
|+⟩ ⟨+| − |−⟩ ⟨−|

)
− sin θ

(
|+⟩ ⟨−| eiηt + |−⟩ ⟨+| e−iηt

)
,

= S0 −
(

S†
ηeiηt + Sηe−iηt

)
, (6.29)

where S0 = ε
η (|+⟩ ⟨+| − |−⟩ ⟨−|) and Sη = ∆

η |−⟩ ⟨+|. Having diagonalized the interac-
tion Hamiltonian, we make the secular approximation, that is, the terms oscillating with
frequencies ±ηt or ±2ηt are neglected since their contributions are small on the system
relaxation timescale. The right hand side terms of Eq. (6.22) transform under secular
approximation as

S̃(t)S̃(t− τ)ϱ̃R
S (ζ, t) −→

{
S2

0 + S†
ηSηeiητ + SηS†

ηe−iητ
}

ϱ̃R
S (ζ, t),

S̃(t)ϱ̃R
S (ζ, t)S̃(t− τ) −→ S0ϱ̃R

S (ζ, t)S0 + S†
η ϱ̃R

S (ζ, t)Sηeiητ + Sη ϱ̃R
S (ζ, t)S†

ηe−iητ,

S̃(t− τ)ϱ̃R
S (ζ, t)S̃(t) −→ S0ϱ̃R

S (ζ, t)S0 + S†
η ϱ̃R

S (ζ, t)Sηe−iητ + Sη ϱ̃R
S (ζ, t)S†

ηeiητ,

ϱ̃R
S (ζ, t)S̃(t− τ)S̃(t) −→ ϱ̃R

S (ζ, t)
{

S2
0 + S†

ηSηe−iητ + SηS†
ηeiητ

}
.

Using these results along with the environment correlations functions, and performing
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Figure 6.3: Same as Fig. 6.2 except that now we have set G = 0.5.
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Figure 6.4: Same as Fig. 6.2 except that now we have set ε = 2.

the integral
∫ ∞

0 dτe±iετ = πδ(ε) ± iP(1/ε), we can arrive at the final form of Lindblad
master equation

ϱ̇R
S (ζ, t) =− i

[
H′S, ϱR

S (ζ, t)
]
+ Γ0

(
S0ϱR

S (ζ, t)S0 −
1
2

{
S2

0, ϱR
S (ζ, t)

} )
,

+ Γ(η) (1 + N(η))
(

SηϱR
S (ζ, t)S†

ηeiηζ − 1
2

{
S†

ηSη , ϱR
S (ζ, t)

} )
,

+ Γ(η)N(η)
(

S†
ηϱR

S (ζ, t)Sηe−iηζ − 1
2

{
SηS†

η , ϱR
S (ζ, t)

} )
, (6.30)

where we have switched back to the Schrodinger picture and defined the following decay
rates

Γ0 = 2π lim
ω→0

J(ω) (1 + 2n(ω)) , (6.31)

Γ(η) = 2π J(η). (6.32)
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Figure 6.5: Same as Fig. 6.2 except that now we have set β = 0.1.

J(ω) is the usual spectral density that encapsulates the effect of the environment, and the
system’s shifted Hamiltonian is

H′S = H
′rwa
S −Λ0S2

0 + Λ1

(
S†

ηSη − SηS†
η

)
+ Λ2

(
S†

ηSη + SηS†
η

)
, (6.33)

with

Λ0 = P
∫ ∞

0
dω

J(ω)

ω
, (6.34)

Λ1 = P
∫ ∞

0
dω

η J(ω)(1 + 2n(ω))

η2 −ω2 , (6.35)

Λ2 = P
∫ ∞

0
dω

ω J(ω)

η2 −ω2 . (6.36)

We solve our master equation (6.30) numerically to obtain ϱR
S (ζ, t), and hence the charac-

teristic function by using Φ(ζ) = TrS
{

eiζHrwa
S ϱR

S (ζ, t)
}

. The inverse Fourier transform of
the characteristic function gives us the probability that the difference in the measurement
outcomes ht − h0 corresponds to n bosons. Positive values of boson number n corres-
pond to energy emission from the system towards the environment. Similarly, negative
values of n means system is taking energy from its environment. We demonstrate the
system dynamics in Fig. 6.2 where we have shown the work probability distribution at
different times, corresponding to ∆t = 0.1 (red), ∆t = 0.5 (blue), ∆t = 1 (magenta) and
∆t = 5 (green). We have set the coupling strength G = 0.1 and the other parameters
are ε = 5, β = 1 and ∆ = 0.01. The plot markers on the vertical line n = 0 correspond
to a zero-emission or absorption event taking place. We notice here, for weak coupling
strength (G = 0.1), there is only a very small emission probability at small times, which
increases later on. However, as we increase the coupling strength, the emission probability
increases as illustrated in Fig. 6.3. Further interpretation is a work in progress.
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6.3 environment correlation function

Here we will evaluate
〈
Ẽ(ζ, τ)E(ζ)

〉
E

which is a so-called counting field-dependent en-
vironment correlation function. First, consider

E(ζ) = eiζ HE
2 E e−iζ HE

2 ,

= ∑
k

gke
iζ
2 ∑k ωkb†

k bk
(

b†
k + bk

)
e−

iζ
2 ∑k ωkb†

k bk .

Using the Baker–Campbell–Hausdorff (BCH) identity and the commutation relation
[bk, b†

k ] = 1, we have

E(ζ) = ∑
k

gk

(
b†

k eiζ ωk
2 + bke−iζ ωk

2

)
.

Once again making the unitary transformation with time evolution operator UE(t), we
have

Ẽ(ζ, t) = UE(t)E(ζ)U†
E(t),

= ∑
k

gk

(
b†

k eiζ ωk
2 eiωkt + bke−iζ ωk

2 e−iωkt
)

. (6.37)

Now we are equipped to derive an environment correlation function〈
Ẽ(ζ, τ)E(ζ)

〉
E

(6.38)

= ∑
k,k′

gkg′k
( 〈

b†
k b′†k

〉
eiζeiωkτ +

〈
b†

k b′k
〉

eiωkτ +
〈

bkb†
k′

〉
e−iωkτ +

〈
bkb′k

〉
e−iζe−iωkτ

)
.

Using
〈
b†

k b′†k
〉
= 0 =

〈
bkb′k

〉
,
〈
bkb′†k

〉
= δk,k′ (1 + n(ωk′)), and

〈
b′†k bk

〉
= δk,k′n(ωk′), where

nk =
(
eβω − 1

)−1 is the environment occupation number,〈
Ẽ(ζ, τ)E(ζ)

〉
E
= ∑

k
|gk|2

(
nkeiωkτ + (1 + nk)e−iωkτ

)
. (6.39)
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We now switch into the continuum regime via environment spectral density that char-
acterizes the environment and G is the coupling strength between system and the envir-
onment. To sum up〈

Ẽ(ζ, τ)E(ζ)
〉
E
=
∫ ∞

0
dω J(ω)

(
nkeiωkτ + (1 + nk)e−iωkτ

)
,〈

Ẽ(−ζ,−τ)E(−ζ)
〉
E
=
∫ ∞

0
dω J(ω)

(
nke−iωkτ + (1 + nk)e−iωkτ

)
,〈

Ẽ(−ζ,−τ)E(ζ)
〉
E
=
∫ ∞

0
dω J(ω)

(
nke−iωk(ζ+τ) + (1 + nk)eiωk(ζ+τ)

)
,〈

Ẽ(−ζ, τ)E(ζ)
〉
E
=
∫ ∞

0
dω J(ω)

(
nke−iωk(ζ−τ) + (1 + nk)eiωk(ζ−τ)

)
.



7
C O N C L U S I O N S

In this thesis, we have first explored the importance of initial SE correlations. In particu-
lar, we have shown that if we start from the joint thermal equilibrium state of a quantum
system and its environment, and then apply a unitary operation to the system to prepare
the required initial system state, the correlations in the joint thermal equilibrium state
influence the subsequent dynamics of the system. In chapter 3, we considered an exactly
solvable spin-spin model to exactly put together the effect of the initial correlations. There-
after, in chapter 4, we derived a time-local master equation that is correct to second-order
in the system-environment (SE) coupling strength and also takes into account the effect
of these correlations. The structure of this master equation is very interesting, as the form
of the term that takes into account the initial correlations is the same as the relaxation
and dephasing term. In this sense, one can say that the initial correlations affect the de-
coherence and dephasing rates, a fact which has already been pointed out in studies of
the role of initial correlations in pure dephasing models. Finally, we applied our master
equation to the large spin-boson model as well as to a collection of two-level systems
interacting with a spin environment to quantitatively investigate the role of the initial
correlations. We found that when the number of spins is small, the initial correlations
do not play a significant role. However, for a larger number of spins, the initial correla-
tions must be accounted for in order to explain the dynamics accurately. We come to find
that the initial SE have a minimal effect in the regimes of weak SE coupling and high
temperatures. However, this difference becomes more appreciable when the SE coupling
becomes stronger and the temperature is low. Such results are promising, as they provide
insights into the effect of the initial correlations.

We next looked at estimating the environment parameters by using a two-qubit probe.
We first worked out the exact dynamics of two qubits interacting with a common har-
monic oscillator environment via pure dephasing. Thereafter, we minimized the error in
the environment parameter estimation by maximizing the quantum Fisher information
for the various environment parameters. By comparison with the single-qubit probe res-
ults, we have demonstrated that it is beneficial to consider a two-qubit system in order to
improve estimates.
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future work

Let us now briefly highlight what we plan to do in the near future as offshoots of the
work done in this thesis.

• While working on the interpretation of the work counting statistics in the weak
coupling regime, we are also extending our treatment to the strong SE coupling
regime.

• The effect of the initial correlations can be masked by the effects of decoherence
and dissipation. To clearly understand the effect of the initial correlations, we must
find a way to eliminate the effect of decoherence and dissipation while retaining
the effect of the initial correlations. It may be possible to apply suitable external
control fields to the system that effectively reduce the effect of decoherence while
amplifying the effect of the initial correlations.

• Since the effect of the SE correlations is expected to be greatly significant in the
strong coupling regime, we can attempt to derive a non-Markovian master equation
(as we did in chapter 4) that also works if the SE coupling is strong, and also
includes the effect of initial correlations. In this regard, the polaron transformation
can be helpful.

• Selective measurements (like projective measurements) are ideal and difficult to real-
ize experimentally, which is why measurements other than ideal projective measure-
ments are of particular interest. We can then look at the effect of using non-ideal
projective measurements to initialize the system state.

• Dynamical decoupling technique has been used to maximize the quantum of Fisher
information by considering a single qubit quantum probe [98]. We can try applying
the same technique as an extension of our work done in chapter 5, hence precision
in the estimation of environment parameters can be further improved.

• With the solutions of the two-qubit system interacting with the harmonic oscillator
environment, and various recently proposed non-Markovianity measures, the role
played by any non-Markovian effects can also be quantified. We can also investigate
the interplay between initial correlations and non-Markovianity.
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